




 Research is systematic and organized effort to investigate a specific 

problem that needs a solution.

 It contributes to the general body of knowledge. 

 It also corrects human knowledge. 

 Actually research is simply the process of arriving as dependable 

solution to a problem through the planned and systematic 

collection, analysis and interpretation of a data.

 Research is the most important process for advancing knowledge 

for promoting progress and to enable man to relate more effectively 

to his environment to accomplish his purpose and to solve his 

conflicts. 

 Although it is not the only way, it is one of the most effective ways 

of solving problems. The term research consist of two words,’ 

Re’+’Search’. 

 “Re” means again and again and “Search” means to find out 

something. 



 Black and Champion - “Research consist of obtaining
information through empirical observation that can be used
for systematic development of logically related propositions
attempting to establish casual relations among variable”.

 Emory – “Any organized inquiry designed and carried out to
provide information for solving a problem”.

 Kerlinger – “ A systematic, controlled, empirical and critical
investigation of hypothetical relations among natural
phenomena”.

 L.V. Redman and A.V. H. Morry - “ Systematic effort to gain new
knowledge we call research”.



 While, dealing with things the scientist remains at the concrete 

level. 

 He is able to purposefully handle things for experimentation. 

 But at this level his results are at best limited to the particular thing 

in a specific situation and none else.

 Therefore the concepts symbolizing the things and their properties 

are also dealt with, so as to make much sense to conduct controlled 

inquiries through abstract notions. 

 Use of concepts or symbols in the process of manipulation not only 

reduces the content and load of the things but also provides the 

scientist with greater facility and effect.



 The sole purpose with which manipulation of things, concepts or

symbols is undertaken is to arrive at statements of generality. It

implies that the findings of controlled investigation should be a

conclusion which will enable us to expect that under certain class

of conditions influencing a class of things, something will happen

in a generalized manner, notwithstanding its degree.

 But in any case the absence is generality cannot characterize

science. Therefore the propositions derived on the basis of

observations and through manipulation of things, concepts or

symbols may vary in their levels of generality, may maintain a high

or low degree but should never reach the null point.



 A major purpose of social research is verification of conclusions which

have already been accepted as established facts.

 Since there is no place for complacency in the arena of science, the

established system of knowledge always warrant frequentative scrutiny so

as to confirm whether or not the observations are in accordance with the

predictions made on the basis of the established corpus of knowledge.

 In case it is confirmed, the empirical observation strengthens the

established system of knowledge.

 Otherwise in the light of the research outcome, the system of established

corpus of knowledge calls for revision or even rejection.



 Businesses today have so much data that it can be difficult to know

which questions to address first.

 Researchers also have business stakeholders who come to them

with problems they would like to have explored.

 A researcher’s job is to sift through these inputs and discover the

higher-level trends that are worth the investment of resources.

 This often means asking questions and doing some initial

investigation to decide which avenues are worth pursuing further.

 That could mean talking to cross-functional teams across your

business, or going outside your organization for additional

expertise and contextual information from the wider industry.



 Sometimes, a small-scale preliminary study might be worth doing

to help get a better understanding of the business context and

needs, and to make sure your research question addresses the most

critical problems.

 This could take the form of a few in-depth interviews, an

environmental scan, or a literature review.

 Example: The sales manager of a sportswear company has a

problem: sales of trail running shoes are down year-on-year and she

isn’t sure why.

 She approaches the company’s research team for input and they

begin to explore by asking question within the company and

reviewing their knowledge of the wider market.



 As a sequel to generalization the seemingly inconsistencies in the existing

corpus of knowledge are brought into light and attempts are made to

reconcile these inconsistencies. The new general proposition, established

as an outcome of research also identifies gaps in the established system of

knowledge. A gap in knowledge implies the inadequacy of the theory as

well as the failure of a conceptual scheme to explain and account for

certain aspects of a social phenomenon.

 The gap is bridged up in the light of the new empirical observations. Thus

knowledge gets expanded. The expansion of systematic knowledge occurs

at least in a couple of ways.

 First in cognizing certain aspects of phenomena which were not examined

in these terms prior to the advent of the new general proposition.

 Secondly in the light of new observation, the phenomena under

investigation may be incorporated in a comparatively large class of

phenomena, so as to be governed by a uniform law.

 As a result, the new system of knowledge not only accumulates more units

under its conceptual scheme, but also appreciates greater depth of

understanding and bettering of predictions.



 By seeking to explain the unexplained social phenomena, clarifying the doubtful

one and correcting the misconceived facts relating to it, social science research

provides the scope to use the fruits of research in two possible ways:

 Theory building.

 Practical application.

 In its basic or pure form social research gathers knowledge for the sake of it, for

building a theory in order to explain human behaviour in its totality, only for the

satisfaction of knowing. For construction of theoretic models, the researcher

organizes knowledge into propositions and then meaningfully articulated those

propositions to constitute a more abstract conceptual system pertaining to a class

of phenomena, influenced by a certain class of conditions.

 In its practical or applied form, social research gathers information regarding the

betterment of quality of life in social settings. The findings of social research are

used as the means to an end, not construed just as an end in itself From its

utilitarian point of view the results of social research provide decision makers with

proper guidelines for policy making, social welfare, amelioration of practical

problems, mitigation or resolution of social conflict and tensions as well as

rectification and removal of social evils.



 Research projects can focus on a specific group of people, facilities, park

development, employee evaluations, programs, financial status, marketing

efforts, or the integration of technology into the operations.

 For example, if a researcher wants to examine a specific group of people in

the community, the study could examine a specific age group, males or

females, people living in a specific geographic area, or a specific ethnic group.

 Literally thousands of options are available to the researcher to specifically

identify the group to study. The research problem and the purpose of the study

assist the researcher in identifying the group to involve in the study.

 In research terms, the group to involve in the study is always called the

population. Defining the population assists the researcher in several ways.

First, it narrows the scope of the study from a very large population to one that

is manageable.

 Second, the population identifies the group that the researcher's efforts will be

focused on within the study. This helps ensure that the researcher stays on the

right path during the study.

 Finally, by defining the population, the researcher identifies the group that the

results will apply to at the conclusion of the study.



 The plan for the study is referred to as the instrumentation plan. The

instrumentation plan serves as the road map for the entire study,

specifying who will participate in the study; how, when, and where data

will be collected; and the content of the program.

 This plan is composed of numerous decisions and considerations that are

addressed in chapter 8 of this text. In the obesity study, the researcher has

decided to have the children participate in a walking program for six

months.

 The group of participants is called the sample, which is a smaller group

selected from the population specified for the study. The study cannot

possibly include every 10- to 12-year-old child in the community, so a

smaller group is used to represent the population.

 The researcher develops the plan for the walking program, indicating what

data will be collected, when and how the data will be collected, who will

collect the data, and how the data will be analyzed.

 The instrumentation plan specifies all the steps that must be completed for

the study. This ensures that the programmer has carefully thought through

all these decisions and that she provides a step-by-step plan to be followed

in the study.



 Define Research Problem.

 Review of Literature.

 Formulate Hypotheses.

 Preparing the Research Design.

 Data Collection.

 Data Analysis.

 Interpretation and Report Writing





Formulating the Research Problem

Developing the Objectives / Conceptualization a research Design

Preparing the Research Design / Constructing an instrument for data collection

Selecting a sampling design

Writing a research proposal

Collecting the data

Analysis the data / Processing and displaying data

Preparation of Report / presentation of Results-Formal Write-ups of conclusions reached



 Scientific research involves a systematic process that focuses on being

objective and gathering a multitude of information for analysis so that the

researcher can come to a conclusion.

 This process is used in all research and evaluation projects, regardless of the

research method (scientific method of inquiry, evaluation research, or action

research).

 The process focuses on testing hunches or ideas in a park and recreation

setting through a systematic process. In this process, the study is documented

in such a way that another individual can conduct the same study again.

 This is referred to as replicating the study. Any research done without

documenting the study so that others can review the process and results is not

an investigation using the scientific research process.

 The scientific research process is a multiple-step process where the steps are

interlinked with the other steps in the process. If changes are made in one step

of the process, the researcher must review all the other steps to ensure that the

changes are reflected throughout the process.

 Parks and recreation professionals are often involved in conducting research

or evaluation projects within the agency. These professionals need to

understand the eight steps of the research process as they apply to conducting

a study.



 Identify and Develop your Topic.

 Find Background Information.

 Gather Data.

 Use catalogs to find books.

 Use indexes to find periodical articles.

 Find internet resources.,

 Analyze/Evaluate what you find.

 What is your Thinking?

 Cite what you find





Identify the Problem

Review the Literature

Clarify the Problem

Clearly Define Terms and Concepts

Define the Population

Develop the Instrumentation Plan

Collect Data

Analyze the  Data



 The first step in the process is to identify a problem or develop a research

question. The research problem may be something the agency identifies as

a problem, some knowledge or information that is needed by the agency,

or the desire to identify a recreation trend nationally.

 In the example in table 2.4, the problem that the agency has identified is

childhood obesity, which is a local problem and concern within the

community. This serves as the focus of the study.



 Many times the initial problem identified in the first step of the

process is too large or broad in scope. In step 3 of the process, the

researcher clarifies the problem and narrows the scope of the study.

 This can only be done after the literature has been reviewed. The

knowledge gained through the review of literature guides the

researcher in clarifying and narrowing the research project.

 In the example, the programmer has identified childhood obesity as

the problem and the purpose of the study.

 This topic is very broad and could be studied based on genetics, family

environment, diet, exercise, self-confidence, leisure activities, or

health issues.

 All of these areas cannot be investigated in a single study; therefore,

the problem and purpose of the study must be more clearly defined.

 The programmer has decided that the purpose of the study is to

determine if walking 10,000 steps a day for three days a week will

improve the individual's health. This purpose is more narrowly

focused and researchable than the original problem.



 Terms and concepts are words or phrases used in the purpose statement of

the study or the description of the study. These items need to be

specifically defined as they apply to the study.

 Terms or concepts often have different definitions depending on who is

reading the study. To minimize confusion about what the terms and

phrases mean, the researcher must specifically define them for the study.

 In the obesity study, the concept of “individual's health” can be defined in

hundreds of ways, such as physical, mental, emotional, or spiritual health.

For this study, the individual's health is defined as physical health.

 The concept of physical health may also be defined and measured in many

ways. In this case, the programmer decides to more narrowly define

“individual health” to refer to the areas of weight, percentage of body fat,

and cholesterol.

 By defining the terms or concepts more narrowly, the scope of the study is

more manageable for the programmer, making it easier to collect the

necessary data for the study. This also makes the concepts more

understandable to the reader.



 Any question that we want answered and any assumption or assertion that

we want to challenge or investigate can become a research problem or a

research topic for our study.

 However, it is important to remember that not all questions can be

transformed into research problems and some may prove to be extremely

difficult to study.

 According to Powers, Meenaghan and Twoomey ‘Potential research

questions may occur to us on a regular basis, but the process of

formulating them in a meaningful way is not at all an easy task.’

 As a newcomer it might seem easy to formulate a problem but it requires

considerable knowledge of both the subject area and research

methodology.

 Once we examine a question more closely we will soon realize the

complexity of formulating an idea into a problem which is researchable.

 It is essential for the problem we formulate to be able to withstand

scrutiny in terms of the procedures required to be undertaken.

 Hence we should spend considerable time in thinking it through.



 The first step in research is formulating a research problem, at this step,

your goal should be clear that what you intend to achieve out of research.

 It is the most crucial step in the research process.

 The main function is to decide what you want to find out about.

 The way you formulate a problem determines almost every step that

follows.

 All other steps in the research process will be influenced by research

problem identification.

 So its extremely important that you should consider time, cost, expertise

you have in the field of research you have chosen.

 The process of reviewing the literature helps you to understand the subject

area better and thus helps you to conceptualize your research problem

clearly and precisely.

 It also helps you to understand the relationship between your research

problem and the body of knowledge in the area.

 Sometimes you should also consider your guide/ supervisor expertise

knowledge.



 Interest

 Magnitude

 Measurement of concepts

 Level of expertise

 Relevance

 Availability of Data

 Ethical Issues

 Interest

 It should be the most important consideration.

 It keeps the researcher interested in it throughout the research

process.

 Magnitude

 Not too broad or too big.

 Not too narrow.

 Manageable, specific and clear.



 Measurement of concepts

 If a concept is used in the study , be clear about its indicators and

their measurement.

 Level of expertise

 It fits the level of researcher’s level of research skills, needed

resources, and time restrictions.

 Relevance

 It contributes to the improvement and understanding of educational

theory and practice.

 Availability of Data

 If you want to collect information from secondary sources (office

record, client records, already – published reports) , make sure that

these data are available and in the format you want.

 Ethical Issues

 Do no harm to person /society involved.



 The formulation of a research problem is the most

crucial part of the research journey as the quality

and relevance of your research project entirely

depends upon it.

 The process of formulating a research problem

consists of a number of steps. Working through

these steps presupposes a reasonable level of

knowledge in the broad subject area within which

the study is to be undertaken and the research

methodology itself.



 It is a good idea to think about the field in which we would like to 

work after graduation.

 This will help us to find an interesting topic, and one which may be 

of use to us in the future it is a good idea to think about the field in 

which we would like to work after graduation. This will help us to 

find an interesting topic, and one which may be of use to us in the 

future.

 Example: As a student of public health, intending to work with 

patients who have HIV/AIDS, you might like to conduct research 

on a subject area relating to HIV/AIDS.



 We can select any subject area from the field such as community

health or consumer research and go through the dissection process.

 In preparing this list of subareas we should also consult others who

have some knowledge of the area and the literature in our subject

area.

 Once we have developed an exhaustive list of the subareas from

various sources, we proceed to the next stage where we select what

will become the basis of your enquiry.



 It is neither advisable nor feasible to study all subareas. Out of this

list, we should select issues or subareas about which we are

passionate.

 This is because our interest should be the most important

determinant for selection.

 One way to decide what interests us most is to start with the

process of elimination. We should go through our list and delete all

those subareas in which we are not very interested.

 We need to continue until we are left with something that is

manageable considering the time available to us, our level of

expertise and other resources needed to undertake the study.

 Once we are confident that we have selected an issue we are

passionate about and can manage, we are ready to go to the next

step.



 At this step we ask ourselves, ‘What is it that I want to find out

about in this subarea?’

 We should make a list of whatever questions come to our mind

relating to our chosen subarea and if we think there are too many to

be manageable, go through the process of elimination, as we did in

Step 3.



 Both our main objectives and our sub-objectives now need to be

formulated, which grow out of our research questions. The main

difference between objectives and research questions is the way in

which they are written.

 Research questions are obviously that – questions. Objectives

transform these questions into behavioral aims by using action-

oriented words such as ‘to find out’, ‘to determine’, ‘to ascertain’

and ‘to examine’.

 Some researchers prefer to reverse the process; that is, they start

from objectives and formulate research questions from them.

 Some researchers are satisfied only with research questions, and do

not formulate objectives at all.

 If we prefer to have only research questions or only objectives, this

is fine, but we should keep in mind the requirements of our

institution for research proposals.



 Now, we examine our objectives to ascertain the feasibility of

achieving them through our research endeavor. Consider them in

the light of the time, resources (financial and human) and technical

expertise at your disposal.

Step – 7 : Double - Check
 We should go back and give final consideration to whether or not

we are sufficiently interested in the study, and have adequate

resources to undertake it.

 We should ask ourselves, ‘Am I really enthusiastic about this

study?’ and ‘Do I really have enough resources to undertake it?’

Answer these questions thoughtfully and realistically.

 If we answer to one of them is ‘no’, reassess your objectives.



 Objectives are the goals we set out to attain in our study. Since 

these objectives inform us of what we want to achieve through the 

study, it is extremely important to word them clearly and 

specifically.

 Objectives should be listed under two headings:

 Main objectives

 Sub-objectives

 The main objective is an overall statement of the thrust of our 

study. It is also a statement of the main associations and 

relationships that we seek to discover or establish.

 The sub-objectives are the specific aspects of the topic that we 

want to investigate within the main framework of our study.



 Formulation of research problem is the first and important step of

research process. It is like the identification of a destination before

undertaking a journey.

 A research problem is like the foundation of a building. The type

and design of the building are dependent upon the foundation. If

the foundation is well designed and strong you can expect the

building to be also.

 The research problem serves as the foundation of a research study:

if it is well formulated, you can expect a good study to follow.

 According to Kerlinger:

 “If one wants to solve a problem, one must generally know what the

problem is. It can be said that a large part of the problem lies in

knowing what one is trying to do.”



 A research problem may take a number of forms, from the very 

simple to the very complex.

 The way you formulate a problem determines almost every step that 

follows:

 The type of study design that can be used.

 The type of sampling strategy that can be employed.

 The research instrument that can be used or developed.

 The type of analysis that can be undertaken.

 It is important for you to understand that the way you formulate a 

research problem determines all the subsequent steps that you have to 

follow during your research journey.



 Definition of a Problem.

 Selection of the Problem.

 Evaluation of the Problem.

 Refinement of the Research Problem.

 Identification of Research Problem







 Previous researches/dissertations/studies/etc.

 Books/reports.

 Resource persons/professors.

 Brainstorming.

 Newspapers/TV/radios/medias.

 Seminars, workshops/conferences.

 Relations organizations/research centers/research institutes.

 Encyclopedia.

 Own critical observations.

 Discussions with fellows, colleagues, friends, etc.



A research problem is the situation that causes the researcher to feel

apprehensive, confused and hard.

Operationalization is then used to give some indication of the exact

definitions of the variables, and the type of scientific measurement

used.

Operationalization is the process of strictly defining variables into

measurable factors. The process defines ambiguous concepts and

allows them to be measured, empirically and quantitatively.

For example, intelligence may be measured with IQ and human

responses could be measured with a questionnaire from ‘1- strongly

disagree’, to ‘5 - strongly agree’.



 First step in research process is the choice of a suitable problem.

 Enlist the specific questions like WHO, WHAT, WHERE, 

WHEN and WHY of the problem.

 A problem well defined is half solved.

 The formulation of the problem is often more essential than its

solution.

 The actual reasons (possible causes) for the discrepancy between

what is (current situation) and what is desired (e.g. lack of

motivation among students)



 Criteria/Factors of selecting the problems.

 Academic background of the researcher.

 Researcher's experiences, aptitudes, ability , values , behavior  etc.

 Researcher's training and orientation.

 Researcher's purpose and objectives.

 Originality and Utility of the research.

 Direction of the organization where the researcher works.

 Availability of data and information – primary and secondary Sources.

 Access to the study area.

 Resource availability – money, manpower.



 Time factor.

 Supervisor’s time, qualification, experiences, interest, etc.

 Nature of the problems – need oriented, problem solving, etc.

 Controversial topic.

 Nor too narrow/vague.

 Cooperation of the stakeholders.

 Avoidance of the troubles.



 Time factor.

 Supervisor’s time, qualification, experiences, interest, etc.

 Nature of the problems – need oriented, problem solving, etc.

 Controversial topic.

 Nor too narrow/vague.

 Cooperation of the stakeholders.

 Avoidance of the troubles.



 Is the problem of current interest? Will the research results have  social, 

educational or scientific value?

 Will it be possible to apply the results in practice?

 Does the research contribute to the science of education?

 Will the research opt new problems and lead to further research?

 Is there enough scope left within the area of research (field of research)?

 Will it be possible for another researcher to repeat the research?

 Will it have any value? and are you motivated to undertake the research?

 Do you have the necessary knowledge and skills to do the research? Are  you 

qualified to undertake the research?

 Do you have the necessary funds for the research?

 Do you have access to the administrative, statistic and computer  

facilities the research necessitates?

 Will it be practically possible to undertake the research?

 Is the research free of any ethical problems and limitations?



 In short

 Is the problem researchable?

 Is the problem new?

 Is the problem significant?

 Is the solution to this problem helpful for 

the development of further knowledge?

 Is the problem feasible for researcher?

 Research competencies.

 Interest and enthusiasm.

 Financial consideration.

 Time requirements.

 Administrative considerations.



 When selecting a research problem there are a number of

considerations to keep in mind which will help to ensure that your

study will be manageable and that you remain motivated.

 These considerations are:

 Interest

 Magnitude

 Measurement of concepts

 Level of expertise

 Relevance

 Availability of data

 Ethical issues





 Social sciences are not exact science like physical sciences. 

 It deals with human beings. 

 Human nature and mans environment are so complex, that it is 

more difficult to comprehend and predict human behavior than the 

physical phenomena. 

 Social science research is a systematic method of exploring, 

analyzing and conceptualizing human life in order to extend, 

correct or verify knowledge of human behavior and social life. 

 Social research seeks to find explanations to unexplained 

phenomena, to clarify the doubtful and correct the misconceived 

fact of social life.

 It involves the application of scientific method for understanding 

and analyzing of social life in order to correct and verify the 

existing knowledge as a system. 



 The main idea behind social research is to discover new inter 

relations, new knowledge, new facts and also to verify old ones. 

 Human behavior may be involved by certain values and laws. 

 The main purpose of social research is to discover those laws which 

can be proper guidelines for studying human contact and behavior.

 It is difficult see the underlying uniformities in the diversity of 

complex human behavior. 

 Social research can be defined as the systematic and objective 

analysis and recording of controlled observations that may lead to 

the development of generalization, principles or theories resulting 

in prediction and possibly ultimate control of events in society. 

 It attempts to answer or solve social problems



 C. A. Moser : “Social research is a systematized investigation to 

gain new knowledge about social phenomenon and problems.”

 P.V. Young: “Social research is a scientific undertaking which by 

means of logical methods, aim to discover new facts or old facts 

and to analyze their sequences, interrelationships, casual 

explanations and natural laws which govern them.”



 To facilitate the understanding of human behavior.

 To acquire knowledge about social phenomena, events, issue,

problems etc.

 To identify functional relationship existing in the social

phenomena.

 To find out the natural laws that regulates or directs social

phenomena.

 To standardize the society concept, e.g. culture, struggle,

generation gap, social distance etc.

 To formulate solution to social problems.

 To maintain social organization, remove social tension,

misconception, etc.

 To develop social revival plan.



 There are five major objectives of social research, 

 Manipulation of Things, Concepts and Symbols, 

 Generalization,

 Verification of Old Facts, 

 Extension of Knowledge, and 

 Knowledge May be Used for Theory

Building or Practical Application.



 It is directed towards the solution of problems. The ultimate goal is

to discover cause-and-effect relationship between social problems.

 It emphasis the development of generalizations, principles or

theories that will be helpful in predicting future occurrences.

 It is based upon observable experience or empirical evidence.

 It demands accurate observations and description. Researchers may

choose from a variety or non-qualitative description of their

observations.

 It involves gathering new data from primary sources or using

existence data for new purpose.

 Although social research activities may at time be somewhat

random and unsystematic, it is more often characterized by

carefully designed procedure that applies rigorous analysis.

 It requires expertise. The researcher knows what is already known

about the problem and how others have investigated.



 It strives to the objective and logical applying every possible test to

validate the procedure employed, data collected and conclusion reached.

 It involves the guests for answer to unsolved problems.

 It is characterized by patient and unhurried activity. Researcher must

expect disappointment and discouragement as they pursue the answer to

difficult question.

 It is carefully recorded and reported. Each important term is defined,

limiting factors are recognized, procedures are described in detail,

reference are carefully documented, results are objectively recorded and

conclusions are presented with scholarly caution and restraint.

 It is interdisciplinary in nature.

 It sometimes requires courage.

 It finds the cause of such issues and provides a solution to resolve the

same. It also brings structural change in the life of people by studying

more about the social situations. The research brings about a positive

change in the society. The societal behavior is studied and analyzed to

achieve broad goals.



 Basic research:

It is also called fundamental research. It is undertaken

to improve our understanding of certain problems that commonly

occur in social setting and how to solve them. It undertaken for sole

purpose of adding to our knowledge that is fundamental and

generalisable. This type of research may have no immediate or

planned application.

 Applied research:

It is also called action or decisional research. It is

undertaken in response to a social problem, which requires a

solution. Its major purpose is to answer practical and useful

question. The results are practically applied to solve immediate

problems. It involves normative prescription. As applied research id

concerned with knowledge that has immediate application. It is also

called decisional research.



 Discovery of facts and their interpretation: Social research

provides answer to questions of what, when, how and why of man,

social life and institutions. Discover of facts and their inter

relationship help us to discard distortions and contribute to our

understanding of social reality.

 Diagnosis of problems and their analysis: Our society has

innumerable problems such as poverty, unemployment, economic

inequality, social tension etc,. The nature and dimensions of such

problems have to be diagnosed and analyzed. An analysis of

problems leads to an identification of appropriate remedial actions.

 Systematization of knowledge: The facts discovered through

research are systematized and the body of knowledge is developed.

It contributes to the growth of theory building.



 Control over social phenomena: Research in social science

provides first hand information about the nature of social

institutions. This knowledge helps us to control over the social

phenomena.

 Prediction: Social research aims at finding an order among social

fact and their casual relations. This affords a sound basis for

prediction in several cases.



 Development planning: Systematic research can give us the

required data base for planning and designing developmental

schemes and programs.

 Social welfare: Social research can identify the causes of social

evils and problems. It can thus help in taking appropriate remedial

actions. It also provides guideline for social welfare..



 The fields of social science research unlimited and the materials of

research are endless. Every group of social phenomena, every phase of

human life and every stages of past and present development are materials

for the social scientist. The area of research in various social sciences

provides vast scope for research in social sciences.

 The main scope of social research are:

 Social Science Research provides new insight in to the organized society

and its social structure.

 It also provides new horizon in scientific explanation, advanced and tested

principles of procedure and suggested new concepts.

 Another scope of social science research is that exemplified by studies and

attempt to test or challenge existing theories and revise them the light of

new evidence.

 It is helpful to establish new theory and established techniques of

exploration.

 It is also provides contributions to existing stone of fruitful ideas,

methodology and basic understanding of social life and control of its

problems.



 Social research makes social unity possible by providing solutions to the

social groups and castes.

 It finds the cause of such issues and provides a solution to resolve the

same.

 It also brings structural change in the life of people by studying more

about the social situations.

 The research brings about a positive change in the society.

 The societal behavior is studied and analyzed to achieve broad goals.

 Social research also contributes to societal development by increasing

creativity and innovation.

 The new idea leads to the up-gradation of society.

 Focusing on research enhances the knowledge thereby giving more power

to the society.

 Creativity and innovation help in formulating new theories that help in the

upliftment of the societal behavior.

 It changes the already accepted principles through its new research

methodologies.



 Social research studies the society and helps in making laws for the

benefit of the government.

 It helps in smooth functioning of the society by bringing social order and

control.

 The research studies the trends of the past and predicts the future.

 The prediction of the future trends many tasks, may it be businesses,

government or the society.

 The government can make the rules by taking in consideration about the

future trends and the businesses can design their strategies in the same

way. There is never an end to the social science research.

 It helps diverse subject areas to achieve their motives. It plays an

important role in all fields.

 Hence, the growth and development of a society are impossible without

social science research.

 Social science research studies various theories on motivation, personality,

leadership, team skills, etc. that are already accepted.



 Research approaches are plans and the procedures for research that span

the steps from broad assumptions to detailed methods of data collection,

analysis, and interpretation.

 This plan involves several decisions, and they need not be taken in the

order in which they make sense to me and the order of their presentation

here.

 The overall decision involves which approach should be used to study a

topic.

 Informing this decision should be the philosophical assumptions the

researcher brings to the study; procedures of inquiry (called research

designs); and specific research methods of data collection, analysis, and

interpretation.

 The selection of a research approach is also based on the nature of the

research problem or issue being addressed, the researchers’ personal

experiences, and the audiences for the study.

 Thus, in this book, research approaches, research designs, and research

methods are three key terms that represent a perspective about research

that presents information in a successive way from broad constructions of

research to the narrow procedures of methods.



 There are three main research approaches:

 Qualitative,

 Quantitative, and

 Mixed methods.

 Unquestionably, the three approaches are not as discrete as they

first appear. Qualitative and quantitative approaches should not be

viewed as rigid, distinct categories, polar opposites, or dichotomies.

 Instead, they represent different ends on a continuum. A study tends

to be more qualitative than quantitative or vice versa.

 Mixed methods research resides in the middle of this continuum

because it incorporates elements of both qualitative and

quantitative approaches.



 In a broad, interdisciplinary field such as Economics, Commerce,

Management and Planning, research may be conducted in a number

of ways. Five possible research approaches are suggested below.

They are by no means mutually exclusive: a research project may

include two or more of these approaches, or approaches other than

those described.

 Descriptive Study

 Explanatory Study

 Remedial Study

 Methodological Study

 Historical Study



 Qualitative research: It is an approach for exploring and

understanding the meaning individuals or groups ascribe to a social

or human problem.

 The process of research involves emerging questions and

procedures, data typically collected in the participant’s setting, data

analysis inductively building from particulars to general themes,

and the researcher making interpretations of the meaning of the

data.

 The final written report has a flexible structure.

 Those who engage in this form of inquiry support a way of looking

at research that honors an inductive style, a focus on individual

meaning, and the importance of rendering the complexity of a

situation.



 Quantitative research: It is an approach for testing objective

theories by examining the relationship among variables.

 These variables, in turn, can be measured, typically on instruments,

so that numbered data can be analyzed using statistical procedures.

 The final written report has a set structure consisting of

introduction, literature and theory, methods, results, and discussion.

 Like qualitative researchers, those who engage in this form of

inquiry have assumptions about testing theories deductively,

building in protections against bias, controlling for alternative

explanations, and being able to generalize and replicate the

findings.



 Mixed methods: It is an approach to inquiry involving collecting

both quantitative and qualitative data, integrating the two forms of

data, and using distinct designs that may involve philosophical

assumptions and theoretical frameworks.

 The core assumption of this form of inquiry is that the combination

of qualitative and quantitative approaches provides a more

complete understanding of a research problem than either approach

alone.

 Overall these definitions have considerable information in each one

of them.



 This approach attempts to identify the characteristics of a problem through

description. Because the subject cannot be described in all its detail,

careful selection of facts must occur. Facts should be gathered according

to pre-determined criteria and for the purpose of demonstrating

relationships of interest. To the extent that the descriptive study of a

particular problem provides one with a generalized understanding of a

phenomenon that, in turn, can be employed to understand other specific

problems, this approach is useful and acceptable.

 Example: This approach would be a description of an unusual planning

program in operation in one Municipality, with the objective being to

illustrate how the program differs from similar programs found in other

Municipalities.



 This approach attempts to find the answer to an enigmatic question.

 Example: why has an urban area acquired its particular shape, or

why has a city council refrained from allowing mobile home parks

in the community?

 The explanatory studies are designed to investigate origin – cause -

effect relationships. The typical study includes the collection of

empirical data for the formulation of hypotheses or less pretentious

hunches and the subsequent test of these hypotheses by any one of

a number of ways available to the researcher.



 The remedial study seeks to formulate plans to correct or improve

undesirable social, economic, political, and environmental

conditions.

 These undesirable conditions, causes and processes associated with

them are analyzed. Plans, strategies, and policies are formulated to

remedy the undesirable conditions.

 Implementation methods may be suggested. A remedial study may

be directed to the solution of pollution of a lake ringed by cottages

or to pedestrian and vehicular conflicts in the central business

district.



 The methodological study attempts to devise, test or improve new

research methods in Planning.

 The study may deal with the development of a specific technique

for the discipline or may take a technique developed by another

discipline and attempt to apply it to a Planning context. Possible

examples of this approach are innumerable.

 Example: The application of new forecasting techniques developed

in Management Science to a planning problem, or an attempt to

develop methods for breaking down cross census information into

smaller temporal or areal units.



 If it is designed to facilitate a deeper understanding of historical

processes and is not merely an attempt to fill gaps in our factual

knowledge, the historical approach can be very useful.

 Studies detailing the transference of the modern town Planning

movement from Europe to North America or the evolution of

company towns in Ontario would be appropriate uses of the

historical approach.



 The following is a suggested outline for the essay. The structure may well vary,

depending on the topic, the treatment given, and the advice of an advisor as how to

most effectively present the material and research findings.

 Abstract (Mandatory)

 Introduction

 Statement of problem

 Significance of problem

 Purpose of study

 Assumptions and limitations

 Review of preceding research and literature

 Survey of pertinent information

 Methodology and techniques employed

 Sources of information, data

 Analysis

 Summary and conclusions

 Recommendations for further research

 References

 Appendices, if needed.



 Statistical analysis is the usual method used in quantitative research

approach. Quantitative data can be analyzed in several ways. Data

collected has a certain level of measurements which initially

influences the analysis. The identification of a particular level of

measurement is the usually the first step in quantitative data

analysis.

 The four levels of measurements include:

 Nominal data: basic classification data; lack logical order - e.g.

male or female

 Ordinal data: has logical order but lack constant differences

between values – e.g. Pizza size (large, medium, small)

 Interval data: has logical order, is continuous, has standardized

differences between values but lacks natural zero – e.g. Celsius

degrees

 Ratio data: has logical order, is continuous, has standardized

differences between values, and has a natural zero – e.g. height,

weight, age, length.



 After identifying a level of measurement, the next step is now to

use a specific analysis technique in analyzing data. There are

several procedures that can be used to analyze data.

 Main ones include :

 Data tabulation ( e.g. frequency distributions & percent

distributions)

 Data descriptives (e.g. Mean, medium, mode, minimum and

maximum values, etc.)

 Data disaggregation (tabulation of data across multiple

categories)

 Moderate and advanced analytical methods (regression,

correlation, variance analysis)

 The above methods can be used invariably by all different true

experimental, quasi-experimental and non-experimental

quantitative research strategies.



 Textual data analysis  is the usual method used in qualitative research 

approach. This involves identifying patterns and themes in data collected 

and then examining and interpreting these patterns and themes to draw 

meaning and answer research questions. 

 The five strategies of qualitative research mentioned–ethnography, 

phenomenological, grounded theory, narrative and case studies–employ 

different analytical procedures. However, preliminary and some general 

steps in data analysis are common to all. These include: 

 Immediate processing and recording of data.

 Commencement of data analysis soon after collection

 Reduction of data to meaningful information

 “Identification of meaningful patterns and themes” via

 Content analysis achieved by:

Coding the data for certain words or content

 Identifying their patterns

 Interpreting their meanings.



 Thematic analysis achieved by “grouping data into themes that answers

research problem”.

 Display of data which include organizing data in forms of graphics, maps,

tables, etc., to draw conclusions

 “Drawing of conclusion and verification”

 All the steps are should usually be accompanied by references to

literature, triangulation, keeping the research purpose on focus and

constant back-and-forth analysis between and among the steps.

 In most cases, analysis in qualitative research commences with “emic”

analysis (analysis based on what a researchers knows or brings to a

research study) and ends with “etic” analysis (analysis to derive meaning

based on negotiations between what a researchers knows and what others

or participants know).

 This means that subjectivity, training and personal experiences of a

researcher, as well as other factors may influence the research process. For

this reason, there is a need for innovative ways of research approaches to

allow objectivity and comfortability.



S. No. Particulars Qualitative Research Quantitative Research

1. Focus Quality. Quantity.

2. Data Words. Numbers.

3. Instruments

Researcher, Interview, 

Observation, Documents, 

Questionnaire.

Test, Observations.

4. Sample Small, Non-Random. Large, Random.

5. Design Flexible. Predetermined.

6. Aim Understand in depth. Generalize.

7. Findings
Comprehensive, Richly, 

Descriptive.
Precise, Numerical.



 Ethnography Research

 Ethnography theory research approach focuses analysis on

processes, patterns and trends that occur in individuals or across

various groups regarding their cultural behavior but keeping in

view the purpose of a research.

 While achieving the steps a research analysis adopts an iterative

process in which cultural ideas that arise during active involvement

during the research study are used to write a document while

bearing in mind the context, norms, frequency and other factors.



 Phenomenological Research

Phenomenological theory research approach involves the process 

which allows the analysis method to follow the nature of data itself. 

This is called emergent strategy. Analysis focuses on the details 

that can be appreciated through an experience a subject lived. 

 Some emergent strategies may include: Narratives or interviews 

from artistic depictions, photo voice, etc., while paying attention to 

aspects such as:

 Objects involved

 Activities and their results

 Time

 Descriptive elements

 Physical surroundings,

 Characters or their aspects such as relationships

 Social interactions

 Results of activities .





 Grounded Theory Research - 1

Grounded theory research approach involves the process of moving in and 

out of data collection and analysis processes, a process called constant 

comparative analysis or ‘iteration’. After this process, a researcher 

begins to develop a theory regarding the questions and data 

collected (Strauss & Corbin, 1994). This process of theory generating is 

also based on theoretical sampling which may incorporate background 

research. The process of theory generation is proceeded in three levels of 

data coding:
 LEVEL: 1 DATA CODING (OPEN CODING/ MEMOING/CATEGORY DEVELOPMENT)

 Involves memoing– taking notes – giving names. A research may:

 Look for language such as action verbs or gerunds and points of 

dissonance which may denote an important experience or past time

 Employ biasness

 Focus on obtaining content and platform

Use structured questions

 Read background after interview

 Collect and let data speaks then proceed to level





 Grounded Theory Research - 2
 LEVEL - 2:DATA CODING (AXIAL CODING/COLLAPSING/CATEGORIZING/RENAMING)

 Involves renaming and forming categories

 Ask semi-structured questions
 LEVEL  - 3: DATA CODING (SELECTIVE CODING/THEME & THEORY CONSTRUCTION)

 Involves formation of themes and theories

 Results in formation of grounded theory

 The process of coding is usually a cycle

 Normally, different kinds (at least two) of interviews are used; 

first interview which may include L1 Coding; second interview 

which may include L2 Coding (using semi-structured questions 

“smart bombs”); third second interview which may include L3 

Coding (using unstructured questions–smart bombs).



 Narrative Research

Narrative theory research analysis approach involves shaping, 

transforming, and uncovering an experience (usually human experience) 

in a story format–understood through a stirring linguistic depiction. 

Therefore it is characterized by in-depth discourses and may involve 

subjective intuitions. Analysis process converts experiences into words in 

form of writing, vernal or other communicable representation. Narrative 

analysis is aimed to derive a theme in an account of one’s life.

 Case Study Research

Narrative theory research analysis approach involves in-depth 

examination of a case under study. Analysis is usually unusual and 

concurrent with data collection. It includes an iterative process in which 

initial analysis of data shapes subsequent data collection and analysis. 

‘The principle data analysis method for case studies is referred to as 

OTTR, which stands for “observe,” “think,” “test,” and “revise”.





 What are the major problems and challenges in social science

research and let us proposed comprehensive solution accordingly.

The considerable known challenges are development of

conceptualizations, problem of maintaining objectivity, difficulty in

the verification of the inferences, unpredictability and problem of

Universalisation, etc.

 Besides above mentioned problems, what would be other

challenges in respect to different societies, conditions and different

nations?



 A Hypothesis is a tentative relationship between two or more variables which

direct the research activity to test it.

 A Hypothesis is a testable prediction which is expected to occur. It can be a

false or a true statement that is tested in the research to check its authenticity.

 Sometimes, it is very difficult to start a research without having a valid

foundation. Hence, the research builds a logical relationship between various

phenomena to start working on the research. This logical relationship is

relevant to the theme of the research.

 This logical relationship between various phenomena is called a hypothesis.

This logical relationship or testable assumption gives a direction to the

research, specifies the focus of the research and helps in framing research

techniques.



 Hypothesis is a proposition or a set of propositions, set forth as an

explanation for the occurrence of some specified group of

phenomena asserted merely as a provisional conjecture to guide

some investigation or accepted as highly probable in the light of

established facts.

 Simply, a mere assumption to be proved or disproved. But for a

researcher, hypothesis is a formal question that he intends to

resolve.

 Often hypothesis is a predictive statement capable of being tested

by scientific methods, that relates an independent variable to some

dependent variable.

 Example: Students who receive counseling will show greater

increase in creativity than students not receiving counseling; (or)

Car A is performing as well as Car B.

 In short, hypothesis is a proposition which can be put to test to

determining its validity.



 It should be clear and precise.

 It should be capable of being tested.

 It should be limited in scope and be specific.

 It should be stated in simple terms.

 It should be state the relationship between variables.

 It should be consistent with most known facts.

 It should be amenable to testing within a reasonable time.

 It must explains the fact that gave rise to the need

for explanation.

 Empirically Testable.

 Simple and Clear.

 Specific and relevant.

 Predictable.

 Manageable.



 It gives a direction to the research.

 It specifies the focus of the researcher.

 It helps in devising research techniques.

 It prevents from blind research.

 It ensures accuracy and precision.

 It saves resources – time, money and energy.



 Simple Hypothesis

 Complex Hypothesis

 Empirical Hypothesis

 Null Hypothesis

 Alternative Hypothesis

 Logical Hypothesis

 Statistical Hypothesis

 Question form of Hypothesis

 Working or Research Hypothesis



 Simple Hypothesis

 Simple hypothesis is that one in which there exists relationship

between two variables one is called independent variable or cause

and the other is dependent variable or effect.

 Example: Smoking leads to cancer and the higher ratio of

unemployment leads to crimes.

 Complex Hypothesis

 Complex hypothesis is that one in which as relationship among

variable exists. In this type dependent and independent variables

are more than two.

 Example: Smoking and other drugs leads to cancer, tension, chest

infection etc. and the higher ratio of unemployment poverty

illiteracy leads to crimes like dacoit etc.



 Empirical Hypothesis

 Empirical which means it is based on evidences. In scientific method the

word “Empirical” refers to the use of working hypothesis that can be

tested using observation and experiment. Empirical data is produced by

experiment and observation.

 Example: How is the ability of 9th class students in learning moral

values?

 Null Hypothesis

 Null the hypothesis that there is no significant difference between

specified populations, any observed difference being due to sampling or

experimental error. It is denoted by H0.

 Example: There is no correlation

between the educational

status with occupational

pattern of the respondents.



 Alternative Hypothesis

 The Alternative Hypothesis, denoted by H1 or Ha. Is the hypothesis

that sample observations are influenced by some non-random

cause.

 The Alternative Hypothesis is the statement that the parameter has

a value that somehow differs from the null hypothesis.

 The symbolic form of the alternative hypothesis must use one of

these symbols: ≠ ( Not Equal ), < ( Less than ), > ( Greater than ).

 Example: There is a significant relationship between the

educational status of the respondents as well as the occupational

status.



 Alternative Hypothesis ( larification)

 Alternative Hypotheses can be statements of inequality:

There is a difference in the average score of ninth graders from Watson High

School and the average score of ninth graders from Gregory High School on the

Math's test.

 Alternative Hypotheses can be statements of relationship .

There is a relationship between personality type and job success.

 Alternative Hypotheses can be statements of casual relationship.

The social class of the consumer has an impact on alcoholic beverage

consumption.

 Key to Understanding of Alternative Hypothesis:

 Stating a Null Hypothesis and an Alternative Hypothesis is the first step in our 5-

step method for hypothesis testing.

 The alternative hypothesis is the opposite of the null hypothesis and vice versa.

 Stating the alternative hypothesis as a mathematical comparison, rather than a

word description, can make things easier to understand. The comparison must

include an inequality, using one of these: ≠ ( Not Equal ), < ( Less than ), > (

Greater than ).

 In a 1-tailed test, the alternative hypothesis points in the direction of the tail of the

test.



 Statistical Hypothesis

 A Hypothesis, that can be verified statistically, is known as a

statistical hypothesis.

 It can be any hypothesis that has the quality of being verified

statistically. It means using quantitative techniques, to generate

statistical data, can easily verify it.

 It can also be said that the variables in a statistical hypothesis can

be transformed into quantifiable sub-variable to test it statistically.

 Question form of Hypothesis

 It is the simplest form of empirical hypothesis.

 In simple case of investigation and research are adequately

implemented by resuming a question.

 Example: How is the ability of 9th class students in learning moral

values?



Steps Actions Descriptions

Step - 1

State Null and 

Alternative 

Hypothesis.

Null Hypothesis :  H0  = 0

Alternative Hypothesis :   H1  = 0

Note:  

1. Two-tailed test: If alternative hypothesis does not         state 

direction (Greater or less).

2. One-tailed test: If alternative state direction.

Step – 2
Select level of 

Significance.

1. 0.01 level (1% level ) – for consumer research

2. 0.05 level (5 % level ) – for quality assurance

3. 0.10 level (10 % level ) – for political pooling

Step – 3
Identify the test 

statistics.

z and t as test statistic, (Note: use t test when n is less than 30. If 

n is 30 and  more use z test),  and others F test (to test more than 

2 means) and Chi-square for non-parameter statistic.

Step – 4
Formulate Decision 

Rule

Find the critical value of z from Normal Distribution table, or 

value t from t distribution table, or Chi-square, of F distribution 

table, where appropriate,

Step - 5 Arrive at Decision
Only one decision is possible in hypothesis testing do not reject 

null hypothesis or reject null hypothesis and accept alternative 

hypothesis.



Basic for 

Comparison
Null Hypothesis Alternative Hypothesis

Meaning

A null hypothesis is a statement, 

in which there is no relationship 

between two variables.

An alternative hypothesis is 

statement in which there is some 

statistical significance between two 

measured phenomenon.

Represents No observed effect. Some observed effect.

What is it?
It is what the researcher tries to 

disprove.

It is what the researcher tries to 

prove

Acceptance No changes in opinions or actions. Changes in opinions or actions

Testing Indirect and implicit. Direct and explicit.

Observations Result of chance. Result of real effect.

Denoted by H0 H1

Mathematical 

formulation
= (Equal sign) ≠ (Unequal sign)



 A hypothesis test is a standard format for assessing statistical evidence. It

is ubiquitous in scientific literature, most often appearing in the form of

statements of statistical significance and notations like “p < 0.01” that

pepper scientific journals.

 Hypothesis testing involves a substantial technical vocabulary: null

hypotheses, alternative hypotheses, test statistics, significance, power, p-

values, and so on. The last section of this chapter lists the terms and gives

definitions.

 The technical aspects of hypothesis testing arise because it is a highly

formal and quite artificial way of reasoning. This isn’t a criticism.

Hypothesis testing is this way because the “natural” forms of reasoning

are inappropriate.

 Example: The stock market’s ups and downs are reported each working

day. Some people make money by investing in the market, some people

lose. Is there reason to believe that there is a trend in the market that goes

beyond the random-seeming daily ups and down



 It provides clarity to the research problem and research objectives.

 It describes, explains or predicts the expected results or outcome of

the research.

 It indicates the type of research design.

 It directs the research study process.

 It identifies the population of the research study that is to be

investigated or examined.

 It facilitates data collection, data analysis and data

interpretation.Hypothesis

 It enables an investigator to start his research work.

 It may lead to formulations of another hypothesis.

 It leads to interpret results drawing conclusions related to original

purpose.



 Research design is the framework of research methods and 

techniques chosen by a researcher. The design allows researchers to 

hone in on research methods that are suitable for the subject matter 

and set up their studies up for success.

 The design of a research topic explains the type of research  

(experimental, survey  and correlation, semi-experimental, review) 

and also its sub-type (experimental design, research problem, 

descriptive case-study).

 3 Main types of Research Design:

 There are three main types of research design,

 Data collection,

 measurement, and 

 Analysis.



 A Research Design is a framework or blueprint for conducting

applied economic research and others social science researches. It

details the procedures necessary for obtaining the information

needed to structure or solve the research problems.

 Definition:

 William Zikmund - “ Research design is a master plan specifying

the methods and procedures for collection and analyzing the needed

information”.

 Kerlinger – “Research design is the plan, structure and strategy of

investigation conceived so as to obtain answers to research

questions and to control variance”.



 Research designs are used for the following purposes:

 To minimize the expenditure.

 To facilitate the smooth scaling.

 To collect the relevant data and technique.

 To provide blue print for plans.

 To provide an overview to other experts.

 To provide a direction of a research.

 Need of the Research Design:

 It reduces inaccuracy.

 Helps to get maximum efficiency and reliability.

 Eliminates bias and marginal errors.

 Minimizes wastage of time.

 Helpful for collecting research materials.

 Helpful for testing of hypothesis.

 Provides an overview to other experts.

 Guides the research in the right direction.



 To clearly define the direction of research study.

 To find out the solution to the research problem.

 To eliminate problems encountered in research.

 To increase the reliability of measurement.

 For a systematic and logical study.

 Characteristics of Good Research Design:

 Objectivity

 Reliability

 Generalizability

 Adequate information

 Flexibility

 Truthfulness

 Pre - causations

 Hypothesis

 Use of Library.



 What is the study about ?

 Why is the study being made ?

 Where will the study be carried out ?

 What type of data is required ?

 Where can the required data be found ?

 What periods of time will the study include ?

 What techniques of data collection will be used ?

 How will the data be analyzed ?

 In what style will the report be prepared ?

 Phases in Research Designing:



 An impactful research design usually creates a minimum bias in 

data and increases trust in the accuracy of collected data. A design 

that produces the least margin of error in experimental research is 

generally considered the desired outcome. 

 The essential elements of the research design are,

 Accurate purpose statement.

 Techniques to be implemented for collecting and analyzing 

research.

 The method applied for analyzing collected details.

 Type of research methodology.

 Probable objections for research.

 Settings for the research study.

 Timeline.

 Measurement of analysis.



 Proper research design sets your study up for success. Successful

research studies provide insights that are accurate and unbiased.

You’ll need to create a survey that meets all of the main

characteristics of a design. There are four key characteristics of

research design:

 Neutrality

 Reliability

 Validity

 Generalization

 Neutrality: When you set up your study, you may have to make

assumptions about the data you expect to collect. The results

projected in the research design should be free from bias and

neutral. Understand opinions about the final evaluated scores and

conclusion from multiple individuals and consider those who agree

with the derived results.



 Reliability: With regularly conducted research, the researcher 

involved expects similar results every time. Your design should 

indicate how to form research questions to ensure the standard of 

results. You’ll only be able to reach the expected results if your 

design is reliable.

 Validity: There are multiple measuring tools available. However, 

the only correct measuring tools are those which help a researcher 

in gauging results according to the objective of the research. 

The questionnaire developed from this design will then be valid.

 Generalization: The outcome of your design should apply to a 

population and not just a restricted sample. A generalized design 

implies that your survey can be conducted on any part of a 

population with similar accuracy.

 The above factors affect the way respondents answer the research

questions and so all the above characteristics should be balanced in

a good design.



 A researcher must have a clear understanding of the various types of

research design to select which model to implement for a study. Like

research itself, the design of the study can be broadly classified into

quantitative and qualitative.

 Qualitative research design: Qualitative Research determines

relationships between collected data and observations based on

mathematical calculations. Theories related to a naturally existing

phenomenon can be proved or disproved using statistical methods.

Researchers rely on qualitative research design methods that conclude

“why” a particular theory exists along with “what” respondents have to

say about it.

 Quantitative research design: Quantitative Research is for cases where

statistical conclusions to collect actionable insights are essential. Numbers

provide a better perspective to make critical business decisions.

Quantitative research design methods are necessary for the growth of any

organization. Insights drawn from hard numerical data and analysis prove

to be highly effective when making decisions related to the future of the

business.



 Descriptive research design

 Experimental research design

 Corelational research design

 Diagnostic research design

 Explanatory research design

 Descriptive research design:

 In a descriptive design, a researcher is solely interested in

describing the situation or case under their research study. It is a

theory-based design method which is created by gathering,

analyzing, and presenting collected data.

 This allows a researcher to provide insights into the why and how

of research. Descriptive design helps others better understand the

need for the research. If the problem statement is not clear, you can

conduct exploratory research.



 Experimental research design: Experimental Research design

establishes a relationship between the cause and effect of a

situation. It is a causal design where one observes the impact

caused by the independent variable on the dependent variable.

 For example, one monitors the influence of an independent

variable such as a price on a dependent variable such as customer

satisfaction or brand loyalty. It is a highly practical research design

method as it contributes to solving a problem at hand.

 The independent variables are manipulated to monitor the change it

has on the dependent variable. It is often used in social sciences to

observe human behavior by analyzing two groups.

 Researchers can have participants change their actions and study

how the people around them react to gain a better understanding of

social psychology.



 Co-relational research design: Co-relational Research is a non-

experimental research design technique that helps researchers

establish a relationship between two closely connected variables.

 This type of research requires two different groups. There is no

assumption while evaluating a relationship between two different

variables, and statistical analysis techniques calculate the

relationship between them.

 A correlation coefficient determines the correlation between two variables,

whose value ranges between -1 and +1. If the correlation coefficient is

towards +1, it indicates a positive relationship between the variables and -

1 means a negative relationship between the two variables.



 Diagnostic research design: In diagnostic design, the researcher is 

looking to evaluate the underlying cause of a specific topic or 

phenomenon. 

 This method helps one learn more about the factors that create 

troublesome situations.

 This design has three parts of the research:

 Inception of the issue

 Diagnosis of the issue

 Solution for the issue

 Explanatory research design: Explanatory design uses a 

researcher’s ideas and thoughts on a subject to further explore their 

theories. 

 The research explains unexplored aspects of a subject and details 

about what, how, and why of research questions.



 Statement of research problem is an essential step in preparing a model:

 Review of Earlier Literature.

 Sources of Information to be tapped.

 Development of Bibliography.

 Objectives of study.

 Socio – Economic, Cultural and Political factors.

 Geographical areas to be covered.

 Periods of Time to be covered or Time Dimension of the study.

 Dimensions of the study.

 The basis for selecting for selecting the data.

 Techniques of study.

 The control of Error.

 Establish the reliability and validity of test instruments.

 Chapter scheme.
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 Data collection is a methodical process of gathering and analyzing

specific information to proffer solutions to relevant questions and

evaluate the results. It focuses on finding out all there is to a

particular subject matter. Data is collected to be further subjected to

hypothesis testing which seeks to explain a phenomenon.

 For collectors of data, there is a range of outcomes for which the

data is collected. But the key purpose for which data is collected is

to put a researcher in a vantage position to make predictions about

future probabilities and trends.

 The core forms in which data can be collected are primary and

secondary data. While the former is collected by a researcher

through first-hand sources, the latter is collected by an individual

other than the user.



 Data collection method is impacted by the method of research you choose.
It is usually done through:

 Data collection by the individual researcher.

 Collection through hired researchers.

 Collection through firms.

 Data Collection Formats

 Format of data is influenced by the method of research, as it could
be Printed questionnaires.

 Interview sheets (in-person or telephonic).

 Focus group notes.

 Observation notes.

 Email or web responses.

 Content analysis notes, pictures, documentaries.

 Printed, e-records, scanned data.

 Literature review.



 Preparation of data file.

 It is important to convert raw data into a usable data for

analysis.

 The analysis and results will surely depend on the quality

of data.

 There are possibilities of errors in handling instruments,

raw data, transcribing, data entry, assigning codes,

values, value labels.

 Data need to be cleaned to fulfill the analysis conations.



 Analysis of data is influenced by a number of factors. They are but

not limited to:

 The purpose of research.

 The type research questions and hypothesis.

 The method of research and format of data.

 Use of software for management, manipulation and analysis of data

 Researchers skills and capabilities.

 Techniques used for data.

 The quality of the data.







 A questionnaire returned from the field may be unacceptable for

several reasons.

 Parts of the questionnaire may be incomplete.

 The pattern of responses may indicate that the respondent did not

understand or follow the instructions.

 The responses show little variance.

 One or more pages are missing.

 The questionnaire is received after the pre-established cutoff date.

 The questionnaire is answered by someone who does not qualify

for participation.

 We need to find valid questionnaires for data analysis.

 Each questionnaire/response need allotment of a case number

for future reference.

 Questionnaire/response need filing in an order for retrieval

and verification.



 Before broaching the subject of the various types of data collection.
It is pertinent to note that data collection in itself falls under two
broad categories; Primary data collection and secondary data
collection.

 Primary Data Collection

 Qualitative Research Method

 Quantitative Research Method

 Secondary Data Collection

 Primary Data Collection

Primary data collection by definition is the gathering of raw 

data collected at the source. It is a process of collecting the original 

data collected by a researcher for a specific research purpose. It 

could be further analyzed into two segments; qualitative research 

and quantitative data collection methods.

https://www.formpl.us/blog/quantitative-data


 Qualitative Research Method

The qualitative research methods of data collection does not involve the

collection of data that involves numbers or a need to be deduced through a

mathematical calculation, rather it is based on the non-quantifiable elements like

the feeling or emotion of the researcher. An example of such a method is an open-

ended questionnaire.



 Quantitative Research Method

Quantitative methods are presented in numbers and require a mathematical

calculation to deduce. An example would be the use of a questionnaire with close-

ended questions to arrive at figures to be calculated Mathematically. Also,

methods of correlation and regression, mean, mode and median.



 Secondary Data Collection

Secondary data collection, on the other hand, is referred to as

the gathering of second-hand data collected by an individual who is

not the original user. It is the process of collecting data that is

already existing, be it already published books, journals and/or

online portals. In terms of ease, it is much less expensive and easier

to collect.

 Your choice between Primary data collection and secondary data

collection depend on the nature, scope and area of your research as

well as its aims and objectives.









 There are a bunch of underlying reasons for collecting data,
especially for a researcher. Some of them are,

 Integrity of The Research: A key reason for collecting data, be it
through quantitative or qualitative methods is to ensure that the
integrity of the research question is indeed maintained.

 Reduce the likelihood of errors: The correct use of appropriate data
collection of methods reduces the likelihood of errors consistent
with the results.

 Decision Making: To minimize the risk of errors in decision making,
it is important that accurate data is collected so that the researcher
doesn't make uninformed decisions.

 Save Cost and Time: Data collection saves the researcher time and
funds that would otherwise be misspent without a deeper
understanding of the topic or subject matter.

 To support a need for a new idea, change and/or innovation: To prove
the need for a change in the norm or the introduction of new
information that will be widely accepted, it is important to collect
data as evidence to support these claims.



 Data collection tools refer to the devices/instruments used to collect data, such

as a paper questionnaire or computer-assisted interviewing system. Case

Studies, Checklists, Interviews, Observation sometimes, and Surveys or

Questionnaires are all tools used to collect data.

 It is important to decide the tools for data collection because research is

carried out in different ways and for different purposes. The objective behind

data collection is to capture quality evidence that allows analysis to lead to the

formulation of convincing and credible answers to the questions that have

been posed.

 The objective behind data collection is to capture quality evidence that allows

analysis to lead to the formulation of convincing and credible answers to the

questions that have been posed.

 The Form plus’ online data collection tool is perfect for gathering primary

data, i.e. raw data collected from the source. You can easily get data with at

least three data collection methods with our online and offline data gathering

tool. i.e online questionnaires, Focus Groups and Reporting.

 In our previous articles, we’ve explained why quantitative research methods

are more effective than qualitative methods. However, with Form plus data

collection tool, you can gather all types of primary data for academic, opinion

or product research.



 Interview method

 Questionnaires

 Reporting

 Existing Data

 Observation

 Focus Groups

 Combination Research





 An interview is a face-to-face conversation between two individuals

with the sole purpose of collecting relevant information to satisfy a

research purpose. Interviews are of different types

namely; Structured, Semi-structured and Unstructured with each

having a slight variation from the other.

 Structured Interview: Simply put, it is a verbally administered

questionnaire. In terms of depth, it is surface level and is usually

completed within a short period. For speed and efficiency, it is highly

recommendable, but it lacks depth.

 Semi-structured Interview: In this method, there subsist several key

questions which cover the scope of the areas to be explored. It allows a

little more leeway for the researcher to explore the subject matter.

 Unstructured Interview: It is an in-depth interview that allows the

researcher to collect a wide range of information with a purpose. An

advantage of this method is the freedom it gives a researcher to

combine structure with flexibility even though it is more time-

consuming.



 Pros

 In-depth information.

 Freedom of flexibility.

 Accurate data.

 Cons

 Time-consuming.

 Expensive to collect.

 What are the best Data Collection Tools for Interviews?

For collecting data through interviews, here are a few 

tools you can use to easily collect data.

 Audio Recorder: An audio recorder is used for recording 

sound on disc, tape, or film. Audio information can meet the 

needs of a wide range of people, as well as provide 

alternatives to print data collection tools.



 Digital Camera: An advantage of a digital camera is that it can be 

used for transmitting those images to a monitor screen when the 

need arises.

 Camcorder: A camcorder is used for collecting data through

interviews. It provides a combination of both an audio recorder and

a video camera. The data provided is qualitative in nature and

allows the respondents to answer questions asked exhaustively. If

you need to collect sensitive information during an interview, a

camcorder might not work for you as you would need to maintain

your subject’s privacy.

 Want to conduct an interview for qualitative data research or

special report? Use this online interview consent form template to

allow the interviewee to give their consent before you use the

interview data for research or report. With premium features like e-

signature, upload fields, form security, etc., Formplus Builder is the

perfect tool to create your preferred online consent forms without

coding experience.



 This is the process of collecting data through an instrument consisting of a

series of questions and prompts to receive a response from individuals it is

administered to. Questionnaires are designed to collect data from a group.

 For clarity, it is important to note that a questionnaire isn't a survey, rather

it forms a part of it. A survey is a process of data gathering involving a

variety of data collection methods, including a questionnaire.

 On a questionnaire, there are three kinds of questions used. They are;

fixed-alternative, scale, and open-ended. With each of the questions

tailored to the nature and scope of the research.

 Pros

 Can be administered in large numbers and is cost-effective.

 It can be used to compare and contrast previous research to measure 

change.

 Easy to visualize and analyze.

 Questionnaires offer actionable data.

 Respondent identity is protected.

 Questionnaires can cover all areas of a topic.

 Relatively inexpensive.



 Cons

 Answers may be dishonest or the respondents lose interest midway.

 Questionnaires can't produce qualitative data.

 Questions might be left unanswered.

 Respondents may have a hidden agenda.

 Not all questions can be analyzed easily.

 What are the best Data Collection Tools for Questionnaire?

 Form plus online questionnaire

Form plus lets you create powerful forms to help you collect the

information you need. Form plus helps you create the online forms that you

like. The Form plus online questionnaire form template to get actionable

trends and measurable responses. Conduct research, optimize knowledge of

your brand or just get to know an audience with this form template. The form

template is fast, free and fully customizable.

 Paper Questionnaire

A paper questionnaire is a data collection tool consisting of a series of

questions and/or prompts for the purpose of gathering information from

respondents. Mostly designed for statistical analysis of the responses, they can

also be used as a form of data collection.



S. 

No.
Description Interview Schedule Questionnaire

1.

Non-

Response 

from 

Respondents

Very low because they are 

filled by enumerators who are 

able to get answers to all 

questions.

High as many people do not

responded many return it 

without answering all 

questions.

2.
Contact with 

respondents
Direct contact exist.

Direct contact may or may not 

exist as it can be sent by post 

also.

3.
Coverage of 

area

Limited geographical area as 

difficulty lies in sending 

enumerators over a relatively 

wider area.

Wider geographical area 

coverage is possible. 

4.

Reliability of 

data 

collection

High. The information 

collected is generally 

complete and accurate as 

enumerators can remove 

difficulties.

Less. Risk of collection 

incomplete and wrong 

information is high,

particularly when people are 

unable to understand questions 

properly.

Continue….



S. 

No.
Description Interview Schedule Questionnaire

5.

Interviewer 

Bias and 

Cheating

Relatively High. Relatively Low.

6. Success

Here the success mainly 

depends on the honestly and 

competence of enumerators 

not on the attractive looks as 

they are filled by enumerators 

not by respondents.

Here the success lies on the 

quality, physical appearance of 

the questionnaire.

7.

Education 

Level of the 

respondents

Information can be gathered 

even when the respondents 

are illiterate.

Can be used only when 

respondents are literate and 

cooperative,

8. Cost

Relatively Expensive since 

considerable amount of 

money is spent in appointing 

enumerators and preparing 

schedules.

Relatively cheaper since we 

have to spend money only in 

preparing the questionnaire 

and sending the same to the 

respondents.



 Be thoroughly familiar with the questionnaire.

 Ask the questions in the order in which they appear
in the questionnaire.

 Use the exact wording given in the questionnaire.

 Read each question slowly.

 Repeat questions that are not understood.

 Ask every applicable question.

 Follow instructions and skip patterns, probing
carefully.



 Repeating the question

 Repeating the respondents’ reply

 Boosting or reassuring the respondent

 Eliciting clarification

 Using a pause (silent probe)

 Using objective/neutral questions or comments



 Once the questionnaire is coded appropriately,
researchers input the data into statistical software
package. This process is called data entry.

 Data Cleaning

 Data cleaning focuses on error detection and consistency
checks as well as treatment of missing responses. The
first step in the data cleaning process is to check each
variable for data that are out of the range or as otherwise
called logically inconsistent data.

 Such data must be corrected as they can hamper the
overall analysis process. Most advance statistical
packages provide an output relating to such inconsistent
data. Inconsistent data must be closely examined as
sometimes they might not be inconsistent and be
representing legitimate response.



 Definition: Data reporting is the process of gathering and submitting

data to be further subjected to analysis. The key aspect of data

reporting is reporting accurate data because of inaccurate data

reporting leads to uninformed decision making.

 Pros

 Informed decision making.

 Easily accessible.

 Cons

 Self-reported answers may be exaggerated.

 The results may be affected by bias.

 Respondents may be too shy to give out all the details.

 Inaccurate reports will lead to uninformed decisions.



 What are the best Data Collection Tools for Reporting?

 Reporting tools enable you to extract and present data in charts,

tables, and other visualizations so users can find useful information.

You could source data for reporting from Non-Governmental

Organizations (NGO) reports, newspapers, website articles,

hospital records.

 NGO Reports: Contained in NGO reports is an in-depth and

comprehensive report on the activities carried out by the NGO,

covering areas such as business and human rights. The information

contained in these reports are research-specific and forms an

acceptable academic base towards collecting data. NGOs often

focus on development projects which are organized to promote

particular causes.

 Newspapers: Newspaper data are relatively easy to collect and are

sometimes the only continuously available source of event data.

Even though there is a problem of bias in newspaper data, it is still

a valid tool in collecting data for Reporting.



 Website Articles: Gathering and using data contained in website

articles is also another tool for data collection. Collecting data

from web articles is a quicker and less expensive data

collection Two major disadvantages of using this data

reporting method are biases inherent in the data collection

process and possible security/confidentiality concerns.

 Hospital Care records: Health care involves a diverse set of

public and private data collection systems, including health

surveys, administrative enrollment and billing records, and

medical records, used by various entities, including hospitals,

CHCs, physicians, and health plans. The data provided is clear,

unbiased and accurate, but must be obtained under the legal

means as medical data is kept with the strictest regulations.



 This is the introduction of new investigative questions in addition

to/other than the ones originally used when the data was initially

gathered. It involves adding measurement to a study or research.

An example would be sourcing data from an archive.

 Pros

 Accuracy is very high.

 Easily accessible information.

 Cons

 Problems with evaluation.

 Difficulty in understanding.

 What are the Best Data Collection Tools for Existing Data?

 The concept of Existing data means that data is collected from

existing sources to investigate research questions other than those

for which the data were originally gathered. Tools to collect

existing data include:



 Research Journals - Unlike newspapers and

magazines, research journals are intended for an

academic or technical audience, not general readers.

A journal is a scholarly publication containing

articles written by researchers, professors, and other

experts.

 Surveys - A survey is a data collection tool for

gathering information from a sample

population, with the intention of generalizing the

results to a larger population. Surveys have a variety

of purposes and can be carried out in many ways

depending on the objectives to be achieved.



 This is a data collection method by which information on a phenomenon is

gathered through observation. The nature of the observation could be

accomplished either as a complete observer, an observer as a participant, a

participant as an observer or as a complete participant. This method is a

key base of formulating a hypothesis.

 Pros

 Easy to administer.

 There subsists a greater accuracy with results.

 It is a universally accepted practice.

 It diffuses the situation of an unwillingness of respondents to administer a

report.

 It is appropriate for certain situations.

 Cons

 Some phenomena aren’t open to observation.

 It cannot be relied upon.

 Bias may arise.

 It is expensive to administer.

 Its validity cannot be predicted accurately.



 What are the best Data Collection Tools for Observation?

 Observation involves the active acquisition of information from a

primary source. Observation can also involve the perception and

recording of data via the use of scientific instruments. The best

tools for Observation are:

 Checklists - state specific criteria, allow users to gather information

and make judgments about what they should know in relation to the

outcomes. They offer systematic ways of collecting data about

specific behaviors, knowledge, and skills.

 Direct observation - This is an observational study method of

collecting evaluative information. The evaluator watches the

subject in his or her usual environment without altering that

environment.



 The opposite of quantitative research which involves numerical

based data, this data collection method focuses more on qualitative

research. It falls under the primary category for data based on the

feelings and opinions of the respondents. This research involves

asking open-ended questions to a group of individuals usually

ranging from 6-10 people, to provide feedback.

 Pros

 Information obtained is usually very detailed.

 Cost-effective when compared to one-on-one interviews.

 It reflects speed and efficiency in the supply of results.

 Cons

 Lacking depth in covering the nitty-gritty of a subject matter.

 Bias might still be evident.

 Requires interviewer training

 The researcher has very little control over the outcome.

 A few vocal voices can drown out the rest.

 Difficulty in assembling an all-inclusive group.



 What are the best Data Collection Tools for Focus Groups?

 A focus group is a data collection method that is tightly facilitated

and structured around a set of questions. The purpose of the

meeting is to extract from the participants' detailed responses to

these questions. The best tools for tackling Focus groups are:

 Two-Way - One group watches another group answer the questions

posed by the moderator. After listening to what the other group has

to offer, the group that listens are able to facilitate more discussion

and could potentially draw different conclusions.

 Dueling-Moderator - There are two moderators who play the devil’s

advocate. The main positive of the dueling-moderator focus group

is to facilitate new ideas by introducing new ways of thinking and

varying viewpoints.



 This method of data collection encompasses the use of innovative

methods to enhance participation to both individuals and groups.

Also under the primary category, it is a combination of Interviews

and Focus Groups while collecting qualitative data. This method is

key when addressing sensitive subjects.

 Pros

 Encourage participants to give responses.

 It stimulates a deeper connection between participants.

 The relative anonymity of respondents increases participation.

 It improves the richness of the data collected.

 Cons

 It costs the most out of all the top 7.

 It's the most time-consuming.



 What are the best Data Collection Tools for Combination Research?

 The Combination Research method involves two or more data collection

methods, for instance, interviews as well as questionnaires or a

combination of semi-structured telephone interviews and focus groups.

The best tools for combination research are:

 Online Survey - The two tools combined here are online interviews and

the use of questionnaires. This is a questionnaire that the target audience

can complete over the Internet. It is timely, effective and efficient.

Especially since the data to be collected is quantitative in nature.

 Dual-Moderator - The two tools combined here are focus groups and

structured questionnaires. The structured questioners give a direction as to

where the research is headed while two moderators take charge of

proceedings. Whilst one ensures the focus group session progresses

smoothly, the other makes sure that the topics in question are all covered.

Dual-moderator focus groups typically result in a more productive session

and essentially leads to an optimum collection of data.



 Sources of Data can be classified into 2 types. Statistical

sources refer to data that are gathered for some official purposes

and incorporate censuses and officially administered surveys. Non-

statistical sources refer to the collection of data for other

administrative purposes or for the private sector.

 What are the different sources of data?

 Following are the two sources of data:

 Internal Source: When data are collected from reports and records

of the organization itself, it is known as the internal source.

 For example, a company publishes its ‘Annual Report’ on Profit and

Loss, Total Sales, Loans, Wages etc.

 External Source: When data are collected from outside the

organization, it is known as the external source.

 For example, if a Tour and Travels Company obtains information on

‘Karnataka Tourism’ from Karnataka Transport Corporation, it

would be known as external sources of data.





 Construction of an instrument for research total depends upon

how you are going to collect data and various method around it.

 All that is needed is what sort of information is required for

the qualitative and quantitative study. This first practical step

in research study also requires some validation and reliability

for research instrument you have constructed.



 Direct personal Investigation ( i.e. Interview Method)

 Under this method the investigator collects the data personally. He
approaches the objects, conducts the enquiry on the spot, collects
information. For the successful collection of data under this method, it’s
necessary that the investigator should be polite, unbiased and aware of the
local conditions, environment and languages.

 Indirect oral investigation ( i.e. through enumerators)

 Under this the investigator doesn’t collects the information directly,
instead he gets them indirectly through those persons who know the
information and who are ready to part away with the information
they posses. This method is used in case where direct contact is not
possible.

 Investigation through Local reporters Questionnaire

 In this method data are not collected through specially appointed
agents/ correspondents/investigators/enumerators but local agents
or correspondents are requested to collect the information. They
collect the information in their own fashion and according to their
liking’s and disliking.



 Investigation through mailed Questionnaire

 Under this method the investigator may either appoint local agents/

investigators/ enumerators and mail them the questionnaire for

collecting information or collecting by his own using mail or

telephone.

 Investigation through Observation

 In this watching behaviour of object and most commonly used

method in behavioural science. One major problem in this method

is that Natural response is not obtained when respondent know he is

observed.



 Published Sources

 International Publication: UNO publishes a number of journals and
periodicals which are best sources of secondary data for national as well as
international facts.

 Government Publications: The Govt. of India as well as other state Govt.
publish data for their use as well as for the use of researcher and others. These
data are very much accurate and reliable for various types of investigations.

 Publication: Municipal corporations, boards, etc. publish data pertaining to
birth rate, death rate, literacy, etc. These can be effectively put to use by
investigators.

 Commercials Research, Educational Institute, Unions, Organizations:
These institutions also conduct enquiry and publish their reports through
which data can be had for use of investigators enquiring on the related
subjects.

 Unpublished Sources

 In some of the cases, enquiry are conducted, data are classified and analysed
but due to some reasons or other findings are not published though they are
preserved either by the individual or a society. They can also be used by the
investigators as Secondary Data.



S. No. Primary Data Secondary Data

1. Real time data. Past data.

2. Sure about sources of data. Not sure about sources of data.

3. Costly and Time consuming process. Cheap and No time consuming process.

4. Avoid biasness of response data. Can not know if data biasness or not.

5. More flexible. Less flexible.



S. No. Criteria Primary Data Secondary Data

1. Accuracy

A direct approach that starts from scratch. 

Data is highly accurate and zooms in on 

your research problem.

An Indirect approach that hinges on 

existing data.  May not be specific to your 

research problem.

2. Control Researchers have a high degree of control. Less control over data.

3. Relevancy Very relevant to your research.
Negligible or less relevant to a new 

research.

4. Ownership Researcher has ownership of the data. No ownership of the data.

5. Cost and Time Expensive and time consuming task. Saves you money and time,

6. Accessibility
Not freely or easily available to the 

public.

Available to the public and your 

competitors.

7. Bias
The data does not favor the researcher 

who collected the data.

The data may lean toward the researcher 

wh collected the data.

8. Sampling Errors
Errors in sampling arise by selecting the 

wrong sample size.

Errors arise by selecting outdated, 

irrelevant data that is no longer pertinent to 

the research problem.

9. Sources
Websites, journals, dissertations, literature 

reviews, balance sheets, and more.

Case studies, surveys, interviews, 

questionnaires, field , observations, 

experiments, etc.



 Sources of secondary data includes books, personal sources, journal,
newspaper, website, government record etc. Secondary data are known to
be readily available compared to that of primary data. It requires very little
research and need for manpower to use these sources.

 With the advent of electronic media and the internet, secondary data
sources have become more easily accessible. Some of these sources are
highlighted below.

 Books

 Published sources

 Unpublished Personal Sources

 Journal

 Newspapers

 Websites

 Blogs

 Diaries

 Government Records

 Podcasts



 Books: Books are one of the most traditional ways of collecting

data. Today, there are books available for all topics you can think

of. When carrying out research, all you have to do is look for a

book on the topic being researched on, then select from the

available repository of books in that area.

 Books, when carefully chosen are an authentic source of authentic

data and can be useful in preparing a literature review.

 Published Sources: There are a variety of published sources

available for different research topics. The authenticity of the data

generated from these sources depends majorly on the writer and

publishing company.

 Published sources may be printed or electronic as the case may be.

They may be paid or free depending on the writer and publishing

company's decision.



 Unpublished Personal Sources: This may not be readily available
and easily accessible compared to the published sources. They only
become accessible if the researcher shares with another researcher
who is not allowed to share it with a third party.

 Example: the product management team of an organization may
need data on customer feedback to assess what customers think
about their product and improvement suggestions. They will need
to collect the data from the customer service department, which
primarily collected the data to improve customer service.

 Journal: Journals are gradually becoming more important than
books these days when data collection is concerned. This is because
journals are updated regularly with new publications on a periodic
basis, therefore giving to date information.

 Also, journals are usually more specific when it comes to research.
For example, we can have a journal on, "Secondary data collection
for quantitative data” while a book will simply be titled,
"Secondary data collection".



 Newspapers: In most cases, the information passed through a

newspaper is usually very reliable. Hence, making it one of the

most authentic sources of collecting secondary data.

 The kind of data commonly shared in newspapers is usually more

political, economic, and educational than scientific. Therefore,

newspapers may not be the best source for scientific data

collection.

 Websites: The information shared on websites are mostly not

regulated and as such may not be trusted compared to other

sources. However, there are some regulated websites that only

share authentic data and can be trusted by researchers.

 Most of these websites are usually government websites or private

organizations that are paid, data collectors.



 Blogs: Blogs are one of the most common online sources for
data and may even be less authentic than websites. These
days, practically everyone owns a blog and a lot of people use
these blogs to drive traffic to their website or make money
through paid ads.

 Therefore, they cannot always be trusted. For example, a
blogger may write good things about a product because he or
she was paid to do so by the manufacturer even though these
things are not true.

 Diaries: They are personal records and as such rarely used for
data collection by researchers. Also, diaries are usually
personal, except for these days when people now share public
diaries containing specific events in their life.

 A common example of this is Anne Frank's diary which
contained an accurate record of the Nazi wars.



 Government Records: Government records are a very important and

authentic source of secondary data. They contain information

useful in marketing, management, humanities, and social science

research.

 Some of these records include; census data, health records,

education institute records, etc. They are usually collected to aid

proper planning, allocation of funds, and prioritizing of projects.

 Podcasts: Podcasts are gradually becoming very common these

days, and a lot of people listen to them as an alternative to radio.

They are more or less like online radio stations and are generating

increasing popularity.

 Information is usually shared during podcasts, and listeners can use

it as a source of data collection.

 Some other sources of data collection include:

 Letters

 Radio stations

 Public sector records.



 A Literature Review is a written summary of journals,

articles, books and other documents that describe the

past and current state of information on the topic of your

research study.

 Review of literature is one of the most important steps

in the research process.

 It is an account of what is already known about a

particular phenomenon.

 The main purpose of literature review is to convey to the

readers about the work already done & the knowledge

& ideas that have been already established on a particular

topic of research.

 Literature review is a laborious task, but it is essential if

the research process is to be successful.



 A review of literature is description and analysis of the

literature relevant to a particular field or topic. It provides an

overview of what world already had been carried out, who are

the key researchers who did that work.

 It is actually the reading of the works of others before

commencing on our own research work.

 Literature review can pave the way for better research.

 It can help in identifying the relevance of the research.

 A review tells the reader that the researcher know the research

in the area. A good review increases a reader’s confidence in

the researcher’s professional competence, ability and

background.

 A good review places a research project in a context and

demonstrates its relevance by making connections to a body

of knowledge.





 Identification of a research problem & Development or
refinement of research questions.

 Generation of useful research questions or projects /
activities for the discipline.

 Orientation to what is known & not known about an area
of inquiry to ascertain what research can best contribute
to knowledge.

 Determination of any gaps or inconsistencies in a body
of knowledge.

 Discovery of unanswered questions about subjects,
concepts or problems.

 Determination of a need to replicate a prior study in
different study settings or different samples or size or
different study populations.



 Identification of relevant theoretical or conceptual
framework for research problems.

 Identification or development of new or refined clinical
interventions to test through empirical research.

 Description of the strengths & weaknesses of design /
methods of inquiry & instruments used in earlier
research work.

 Development of hypothesis to be tested in a research
study.

 Helps in planning the methodology of the present
research study.

 It also helps in development of research instruments.

 Identification of suitable design & data collection
methods for a research study.



 Primary Sources:

 In the primary sources of information, the author
reports his own work directly in the form of research
articles books, monographs, dissertation and theses.

 Research published by educational journals are an
example of this type of source.

 Secondary Sources:

 The author compiles and summarizes the finding of
the work done by others and gives interpretation of
these findings.

 Example: Encyclopedia of Education, education
indexes, abstracts, bibliographies, bibliographical
references and quotations etc.

























































































 Now that the problem has been identified, the researcher must learn more

about the topic under investigation.

 To do this, the researcher must review the literature related to the research

problem. This step provides foundational knowledge about the problem

area.

 The review of literature also educates the researcher about what studies

have been conducted in the past, how these studies were conducted, and

the conclusions in the problem area.

 In the obesity study, the review of literature enables the programmer to

discover horrifying statistics related to the long-term effects of childhood

obesity in terms of health issues, death rates, and projected medical costs.

 In addition, the programmer finds several articles and information from

the Centers for Disease Control and Prevention that describe the benefits

of walking 10,000 steps a day.

 The information discovered during this step helps the programmer fully

understand the magnitude of the problem, recognize the future

consequences of obesity, and identify a strategy to combat obesity (i.e.,

walking).



 Find a working Topic

Look at your specific area of study. Think about what interests you,

and what is fertile ground for study. Talk to your professor, brainstorm,

and read lecture notes and recent issues of periodicals in the field.

 Review the  literature 

Using keywords, search a computer database. It is best to use at least

two databases relevant to your discipline. Remember that the reference

lists of recent articles and reviews can lead to valuable papers. Make

certain that you also include any studies contrary to your point of view.



 Focus your topic narrowly and select papers accordingly 
Consider the following:

 What interests you?

 What interests others?

 What time span of research will you consider?

 Read the selected articles thoroughly and evaluate them

 What assumptions do most/ some researchers seem to be making ?

 What methodologies do they use? What testing procedures, subjects, material

tested?

 Evaluate and synthesize the research findings and conclusions drawn

 Note experts in the field: names/ labs that are frequently referenced

 Note conflicting theories, results, methodologies



 Developing subtopics in the review of literature process

Note things such as:

 Findings that are common/ contested

 Two or three important trends in the research

 The most influential theories

 Develop a Working Thesis 

Write a one or two sentence statement summarizing

the conclusion you have reached about the major

trends and developments you see in the research that

has been done on your subject.



 Organize your own paper based on the Findings From 

steps  4&5  

Develop headings / subheadings. If your literature review is

extensive, find a large table surface, and on it place post-it notes

or filing cards to organize all your finding into categories . Move

them around if you decide that (a ) they fir better under different

headings, or (b) you need to establish new topic headings.

 Write the body of the paper 

Follow the plan you have developed above, making certain that

each section links logically to the one before and after, and that you

have divided your sections by themes or subtopics, not by reporting

the work of individual theorists or researchers.



 Look at what you have written; focus on 

analysis, not description 

So if your paper still does not appear to be defined by a central,

guiding concept, or if it does not critically analyse the literature

selected, then you should make a new outline based on what you

have said in each section and paragraph of the paper, and decide

whether you need to add information, to delete off - topic

information, or to restructure the paper entirely.



 As a researcher, you must work closely with your team of

researchers to define and test the influencing factors and the wider

context involved in your study.

 These might include demographic and economic trends or the

business environment affecting the question at hand.

 To do this you have to identify the factors that will affect the

research project and begin formulating different methods to control

for them.

 You also need to consider the relationships between factors and the

degree of control you have over them.

 Example: you may be able to control the loading speed of your

website but you can’t control the fluctuations of the stock market.

Doing this will help you determine whether the findings of your

project will produce enough information to be worth the cost.



 You need to determine:

 Which factors affect the solution to the research problem.

 Which ones can be controlled and used for the purposes of the

company, and to what extent.

 The functional relationships between the factors

 Which ones are critical to the solution of the research problem.

 Example: The research team at the running shoe company is hard at

work. They explore the factors involved and the context of why

YoY sales are down for trail shoes, including things like what the

company’s competitors are doing, what the weather has been like –

affecting outdoor exercise – and the relative spend for the

brand from year to year.

 The final factor is within the company’s control, although the first

two are not. They check the figures and determine marketing spend

has a significant impact on the company.



 Once you and your research team have a few observations with promise,

prioritize them based on their business impact and importance.

 It may be that you can answer more than one question with a single study,

but don’t do it at the risk of losing focus on your overarching research

question.

 Questions to ask:

 Who? Who are the people with the problem? Are they end-users,

stakeholders, teams within your business? Have you validated the

information to see what the scale of the problem is?

 What? What is its nature and what is the supporting evidence?

 Why? What is the business case for solving the problem? How will it

help?

 Where? How does the problem manifest and where is it observed?

 To help you understand all dimensions, you might want to consider focus

groups or preliminary interviews with external (including consumers and

existing customers) and internal (salespeople, managers and other

stakeholders) parties to provide what is sometimes much – needed

insight into a particular set of questions or problems.



 Example: After observing and investigating, the running shoe

researchers come up with a few candidate research questions,

including:

 What is the relationship between US average temperatures and

sales of our products year on year?

 At the present time, how does our customer base rank Competitor

X and Competitor Y’s trail running shoe compared to our brand?

 What is the relationship between marketing spend and trail shoe

product sales over the last 12 months?

 They opt for the final question, because the variables involved are

fully within the company’s control, and based on their initial

research and stakeholder input, seem the most likely cause of the

dive in sales.

 The research question is specific enough to keep the work on

course towards an actionable result, but it allows for a few different

avenues to be explored, such as the different budget allocations of

offline and online marketing and the kinds of messaging used.



 Get feedback from the key teams within your business to make sure

everyone is aligned and has the same understanding of the research

question and the actions you hope to take based on the results.

 Now is also a good time to demonstrate the ROI of your research

and lay out its potential benefits to your stakeholders.

 Different groups may have different goals and perspectives on the

issue.

 This step is vital for getting the necessary buy-in and pushing the

project forward.

 Example: The running shoe company researchers now have

everything they need to begin. They call a meeting with the sales

manager and consult with the product team, marketing team, and

C-suite to make sure everyone is aligned and bought in to the

direction of the research.

 They identify and agree that the likely course of action will be a

rethink of how marketing resources are allocated, and potentially

testing out some new channels and messaging strategies.



 Once the instrumentation plan is completed, the actual study begins with

the collection of data. The collection of data is a critical step in providing

the information needed to answer the research question.

 Every study includes the collection of some type of data—whether it is

from the literature or from subjects—to answer the research question.

 Data can be collected in the form of words on a survey, with a

questionnaire, through observations, or from the literature.

 In the obesity study, the programmers will be collecting data on the

defined variables: weight, percentage of body fat, cholesterol levels, and

the number of days the person walked a total of 10,000 steps during the

class.

 The researcher collects these data at the first session and at the last session

of the program.

 These two sets of data are necessary to determine the effect of the walking

program on weight, body fat, and cholesterol level.

 Once the data are collected on the variables, the researcher is ready to

move to the final step of the process, which is the data analysis.



 Selection of fieldworkers;

 Training of fieldworkers;

 Supervision of fieldworkers;

 Evaluation of fieldwork and fieldworkers.



 After the data is coded, it is validated for data entry errors.

The data is then used for further analysis. The purpose of

validating the data is that it has been collected as per the

specifications in the prescribed format or questionnaire.

 Example: If the respondent is asked to rate a particular

aspect on 1 to 7, then the obvious responses should be 1 or

2….,7. Any other inputted number is not considered as

valid.

 In validation of the data, the above data will be restricted to

the integers between 1 and 7. This minimizes the errors.

 The other validations are age within a number like 100,

dates such as birth dates, joining dates, etc should not be

future dates, etc.



 Data having a common characteristic are placed in one class

and in this way the entire data divided into a number of

groups or classes. Classification can be one of the following

two types, depending upon the nature of the phenomenon

involved:

 Classification according to attributes: As stated above, data

are classified on the basis of common characteristics which

can either be descriptive (such as literacy, sex, honesty, etc.)

or numerical (such as weight, height, income, etc.).

 Classification according to class-intervals: Data relating to

income, production, age, weight, etc. come under this

category. Such data are known as statistics of variables and

are classified on the basis of class intervals.

 For instance, persons whose incomes, say are within Rs.201

to Rs.400 can form one group, those whose incomes are

within Rs.401 can form another group.



 As a business owner who wants to regularly track the number of 

sales made in your business, you need to know how to collect data. 

Follow these 4 easy steps to collect real-time sales data for your 

business using Formplus.

 Step 1 - Register on Formplus

 Visit formplus on your PC or mobile device.

 Click on the Start for Free button to start collecting data for 

your business.

 Register with your email address or with Google in 2 seconds

http://www.formpl.us/


 Step 2 - Start Creating Surveys For Free

 Go to the Forms tab beside your Dashboard in the Formplus menu.

 Click on Create Form to start creating your survey.

 Take advantage of the dynamic form fields to add questions to your survey.

 You can also add payment options that allow you to receive payments using

Paypal, Flutterwave, and Stripe.



 Step 3 - Customize Your Survey and Start Collecting Data

 Go to the Customize tab to beautify your survey by adding colors, background

images, fonts, or even a custom CSS.

 You can also add your brand logo, color and other things to define your brand

identity.

 Preview your form, share, and start collecting data.

 Step 4 - Track Responses Real-time

 Track your sales data real-time in the Analytics section.



 After identifying a research topic, doing a literature background research,

establishing philosophical assumptions and focus problem, deciding on an

appropriate research paradigm and methodology with specific purpose,

designing a research plan and collecting sufficient data, the next step in the

research process is data analysis and interpretation, which precedes reporting of

research.

 Data analysis is, therefore, a process that involves examining, and molding

collected data for interpretation to discover relevant information, draw or

propose conclusions and support decision-making to solve a research problem.

 This involves interpreting data to answer research questions and making

research findings be ready for dissemination. Data analysis also serves as a

reference for future data collection and other research activities.

 During data analysis: Data collected is transformed into information and

knowledge about a research performed

 relationships between variables are explored

 meanings are identified and information is interpreted.

 Like other research methods, data analysis procedures in quantitative research

approach are different from those in qualitative research approach.



 Once the research problem is identified the next step is to identify

the knowledge gap, selection of appropriate methods, sampling

strategy and time frame.

 A faulty design may lead to misleading findings and therefore it is

important to ensure that your selection of research design permits

the accurate prediction of outcome under the given set of

limitation.

 While selecting a particular research design you must have strong

reason and justification for your selection; and you should be aware

of its strengths, weaknesses and limitations.



 Sampling design selection is another crucial step in the research

process, the research result will largely depend on the category of

sampling design you have chosen for your research study.

 The three categories of sampling design random/probability

sampling designs, non-random/non-probability sampling designs

and ‘mixed’ sampling design will affect your strategies and you

must be able to select most appropriate for your study by

considering the strength and weakness of each along with their use

case.



 Having done all the preparatory work, the next step is to put

everything together in a way that provides adequate information about

your research study, for you research supervisor and others.

 Universities and other institutions may have different requirements

regarding the style and content of a research proposal, but the majority

of institutions would require most of what is set out here.

 This also varies within an institution, from discipline to discipline or

from supervisor to supervisor. Therefore it should contain the

following information about your study:

 Objectives of the study.

 List of hypotheses if you are testing any.

 Study design you are proposing to use.

 The research instruments you are planning to use.

 Information on sample size and sampling design.

 Information on data processing procedures.

 The study’s problems and limitations.

 The proposed time-frame.



 Processing of data you have collected through various methods

requires different ways of analysis; analysis will be quantitative for

descriptive study. If you want quantitative analysis, it is also

necessary to decide upon the type of analysis required and how it

should be presented.

 Writing a Research Report:

 Universities and other institutions may have different requirements

regarding the style and content of a research proposal but there are two

broad categories of reports:

 Quantitative

 Qualitative

 Writing the report is the last and, for many, the most difficult step of

the research process. This report informs the world what you have

done, what you have discovered and what conclusions you have drawn

from your findings. If you are clear about the whole process. Your

report should be written in an academic style and be divided into

different chapters and/or sections based upon the main themes of your

study.



 The terms “research question” and “research problem” are often used

interchangeably.

 Some researchers think in terms of a single research problem and a

number of research questions that arise from it. The questions are lines of

enquiry to explore in trying to solve the overarching research problem.

 It may be useful to think of problems as coming out of your business data

– that’s the O - data (otherwise known as operational data) like sales

figures and website metrics.

 For example, why do sales peak at certain times of the day, or why are

customers abandoning their online carts at the point of sale. Research

questions are a tool you use to solve those business problems.

 Steps to Defining a Research Question

 Observe and Identity

 Review the key factors involved

 Prioritize

 Align



 Definition: Sampling is a technique of selecting individual

members or a subset of the population to make statistical inferences

from them and estimate characteristics of the whole population.

 Different sampling methods are widely used by researchers

in market research so that they do not need to research the entire

population to collect actionable insights.

 It is also a time-convenient and a cost-effective method and hence

forms the basis of any research design. Sampling techniques can be

used in a research survey software for optimum derivation.

 Example: If a drug manufacturer would like to research the

adverse side effects of a drug on the country’s population, it is

almost impossible to conduct a research study that involves

everyone.

 In this case, the researcher decides a sample of people from

each demographic and then researches them, giving him/her

indicative feedback on the drug’s behavior.



 When you conduct research about a group of people, it’s rarely

possible to collect data from every person in that group. Instead,

you select a sample.

 The sample is the group of individuals who will actually participate

in the research.

 To draw valid conclusions from your results, you have to carefully

decide how you will select a sample that is representative of the

group as a whole. There are two types of sampling methods:

 Probability Sampling involves random selection, allowing you to

make statistical inferences about the whole group.

 Non-Probability Sampling involves non-random selection based on

convenience or other criteria, allowing you to easily collect initial

data.

 You should clearly explain how you selected your sample in

the methodology section of your paper or thesis.

















 Probability sampling means that every member of the population has a

chance of being selected. It is mainly used in quantitative research. If you

want to produce results that are representative of the whole population,

you need to use a probability sampling technique.

 There are four main types of probability sample.



 In a simple random sample, every member of the population has an

equal chance of being selected.

 Your sampling frame should include the whole population.

 To conduct this type of sampling, you can use tools like random

number generators or other techniques that are based entirely on

chance.

 Example: You want to select a simple random sample of 100

employees of Company X. You assign a number to every employee

in the company database from 1 to 1000, and use a random number

generator to select 100 numbers.





 Systematic sampling is similar to simple random sampling, but it is

usually slightly easier to conduct.

 Every member of the population is listed with a number, but instead

of randomly generating numbers, individuals are chosen at regular

intervals.

 Example: All employees of the company are listed in alphabetical

order. From the first 10 numbers, you randomly select a starting

point: number 6. From number 6 onwards, every 10th person on the

list is selected (6, 16, 26, 36, and so on), and you end up with a

sample of 100 people.

 If you use this technique, it is important to make sure that there is

no hidden pattern in the list that might skew the sample. For

example, if the HR database groups employees by team, and team

members are listed in order of seniority, there is a risk that your

interval might skip over people in junior roles, resulting in a sample

that is skewed towards senior employees.





 This sampling method is appropriate when the population has

mixed characteristics, and you want to ensure that every

characteristic is proportionally represented in the sample.

 You divide the population into subgroups (called strata) based on

the relevant characteristic (e.g. gender, age range, income bracket,

job role).

 From the overall proportions of the population, you calculate how

many people should be sampled from each subgroup. Then you use

random or systematic sampling to select a sample from each

subgroup.

 Example: The company has 800 female employees and 200 male

employees. You want to ensure that the sample reflects the gender

balance of the company, so you sort the population into two strata

based on gender. Then you use random sampling on each group,

selecting 80 women and 20 men, which gives you a representative

sample of 100 people.





 Cluster sampling also involves dividing the population into subgroups,

but each subgroup should have similar characteristics to the whole

sample. Instead of sampling individuals from each subgroup, you

randomly select entire subgroups.

 If it is practically possible, you might include every individual from each

sampled cluster.

 If the clusters themselves are large, you can also sample individuals from

within each cluster using one of the techniques above.

 This method is good for dealing with large and dispersed populations, but

there is more risk of error in the sample, as there could be substantial

differences between clusters. It’s difficult to guarantee that the sampled

clusters are really representative of the whole population.

 Example: The company has offices in 10 cities across the country (all

with roughly the same number of employees in similar roles). You don’t

have the capacity to travel to every office to collect your data, so you use

random sampling to select 3 offices – these are your clusters.





 With this sampling process the respondents are chosen through a

process of defined stages.

 For example residents within Islington (London) may have been

chosen for a survey through the following process:

 Throughout the UK the south east may have been selected at

random, ( stage 1),

 Within the South East London is selected again at random (stage 2),

 Islington is selected as the borough (stage 3),

 Then polling districts from Islington (stage 4) and

 Then individuals from the electoral register (stage 5).

 As demonstrated five stages were gone through before the final

selection of respondents were selected from the electoral register.





 In a non-probability sample, individuals are selected based on non-

random criteria, and not every individual has a chance of being

included.

 This type of sample is easier and cheaper to access, but it has a

higher risk of sampling bias, and you can’t use it to make valid

statistical inferences about the whole population.

 Non-probability sampling techniques are often appropriate for

exploratory and qualitative research. In these types of research, the

aim is not to test a hypothesis about a broad population, but to

develop an initial understanding of a small or under-researched

population.







Particulars Probability Sampling Methods Non-Probability Sampling Methods

Definition

Probability Sampling is a 

sampling technique in which 

samples from a larger 

population are chosen using a 

method based on the theory of 

probability.

Non-probability sampling is a 

sampling technique in which 

the researcher selects samples 

based on the researcher’s 

subjective judgment rather 

than random selection.

Alternatively 

Known as
Random sampling method.

Non-random sampling 

method.

Population 

selection

The population is selected 

randomly.

The population is selected 

arbitrarily.

Nature The research is conclusive. The research is exploratory.

Sample

Since there is a method for 

deciding the sample, the 

population demographics are 

conclusively represented.

Since the sampling method is 

arbitrary, the population 

demographics representation 

is almost always skewed.

Continue….



Particulars Probability Sampling Methods Non-Probability Sampling Methods

Time Taken

Takes longer to conduct since the 

research design defines the 

selection parameters before the 

market research study begins.

This type of sampling method 

is quick since neither the 

sample or selection criteria of 

the sample are undefined.

Results

This type of sampling is entirely 

unbiased and hence the results 

are unbiased too and conclusive.

This type of sampling is 

entirely biased and hence the 

results are biased too, 

rendering the research 

speculative.

Hypothesis

In probability sampling, there is 

an underlying hypothesis before 

the study begins and the 

objective of this method is to 

prove the hypothesis.

In non-probability sampling, 

the hypothesis is derived after 

conducting the research 

study.

Requirement 

of Resources

More Resources in terms of time, 

cost and efforts.
Less Resources are required.

Continue….



Particulars Probability Sampling Methods Non-Probability Sampling Methods

Selection of 

Sample

Random: No subjective judgment of 

researcher is involved.

Non Random: Subjective 

judgments of researcher is 

involved.

Quality of 

Inferences 

drawn

Generalize to the population.
Non Generalizable to the 

population.

Best suited 

for 

researchers

To Understand a population
To understand or develop a 

concept or idea.

Applicable to 

the kind of 

population

Elements which are finite in  number 

which precisely defined and a specific 

category.

Elements which are infinite, too 

general category, nor precisely 

defined.

Chances of 

error and 

biases

Sampling errors and systematic biases 

are less likely to occur.

Prone to encounter with systematic 

errors and sampling biases.

Types

Simple random sampling, systematic 

random sampling, stratified random 

sampling, cluster sampling, Multistage

sampling.

Volunteer sampling, Convenient 

Sampling, Purposive Sampling, 

Quota Sampling, Snowball 

Sampling, Matched Sampling,

Genealogy  based Sampling.



 A convenience sample simply includes the individuals who

happen to be most accessible to the researcher.

 This is an easy and inexpensive way to gather initial data, but

there is no way to tell if the sample is representative of the

population, so it can’t produce generalizable results.

 Example: You are researching opinions about student support

services in your university, so after each of your classes, you

ask your fellow students to complete a survey on the topic.

 This is a convenient way to gather data, but as you only

surveyed students taking the same classes as you at the same

level, the sample is not representative of all the students at

your university.

https://www.scribbr.com/methodology/survey-research/




 Similar to a convenience sample, a voluntary response sample is

mainly based on ease of access. Instead of the researcher choosing

participants and directly contacting them, people volunteer

themselves (e.g. by responding to a public online survey).

 Voluntary response samples are always at least somewhat biased, as

some people will inherently be more likely to volunteer than others.

 Example: You send out the survey to all students at your university

and a lot of students decide to complete it.

 This can certainly give you some insight into the topic, but the

people who responded are more likely to be those who have strong

opinions about the student support services, so you can’t be sure

that their opinions are representative of all students.





 This type of sampling involves the researcher using their judgement

to select a sample that is most useful to the purposes of the

research.

 It is often used in qualitative research, where the researcher wants

to gain detailed knowledge about a specific phenomenon rather

than make statistical inferences.

 An effective purposive sample must have clear criteria and

rationale for inclusion.

 Example: You want to know more about the opinions and

experiences of disabled students at your university, so you

purposefully select a number of students with different support

needs in order to gather a varied range of data on their experiences

with student services.





 If the population is hard to access, snowball sampling can be

used to recruit participants via other participants.

 The number of people you have access to “snowballs” as you

get in contact with more people.

 Example: You are researching experiences of homelessness

in your city. Since there is no list of all homeless people in the

city, probability sampling isn’t possible.

 You meet one person who agrees to participate in the

research, and she puts you in contact with other homeless

people that she knows in the area.





 Quota Sampling: Using this method the sample respondents are
made up of potential purchasers of your product or the market that
you would like to research.

 The sample will contain people who meet certain criteria e.g. age,
social group, gender. Splitting the sample into age is a popular way
to apply quota sampling, the researcher will be asked to interview a
set number (quota) of people from different age groups e.g. 16-25,
25-40, 40-55, 55 and above.

 Quota sampling ensures that the sample contains people satisfying
all of the characteristics in the market being researched.

 Dimensional Sampling: Dimensional sampling is an extension to
quota sampling. The researcher takes into account several
characteristics e.g. gender, age, income, residence and education.

 The researcher must ensure that there is at least one person in the
study representing each of the chosen characteristics.

 For example out of 10 people the researcher ensures they have
interviewed 2 people that are a certain gender, 2 a certain age group
and 2 who have an income between £25000 and £30000.



 In this method, the subjects are selected by the choice of the investigators.

 The researcher assumes specific characteristics for the sample (e.g.
male/female ratio = 2/1) and therefore, they judge the sample to be
suitable for representing the population.

 This method is widely criticized due to the likelihood of bias by
investigator judgment [5].

 Judgment sampling (a type of purposive sampling) occurs when units are
selected for inclusion in a study based on the professional judgment of the
researcher. This is in contrast to probability sampling techniques in which
units are drawn with some probability (e.g., randomly) from the
population of interest.

 Judgment sampling, also referred to as judgmental sampling or
authoritative sampling, is a non-probability sampling technique
where the researcher selects units to be sampled based on his own
existing knowledge, or his professional judgment.

 Example: A researcher may decide to draw the entire sample from
one "representative" city, even though the population includes all
cities.



 Expert sampling (or judgment sampling) is where you draw your
sample from experts in the field you’re studying. It’s used when
you need the opinions or assessment of people with a high degree
of knowledge about the study area. When used in this way, expert
sampling is a simple sub-type of purposive sampling.

 A second reason to use experts is to validate another sampling
method (Singh, 2007). For example, let’s say you want to
use snowball sampling to identify addicts in your area. You are
concerned that using this non-random sampling method will
adversely affect your results and the way your results are perceived
by others. You can ask a panel of experts their opinion on whether
snowball sampling is the most appropriate sampling method.

 “Expert” doesn’t necessarily have to mean highly education and
skilled in a field (although it often does). Sometimes it can refer to
a more abstract construct of the “perfect” embodiment of a certain
trait or set of characteristics. For example, Kitamaya & Cohen
(2010, p.212) the term cultural expert does not have anything to do
with education level, but rather it means “…the people most
immersed in, most competent in, or who most embody a culture in
it’s “pure” form.”





Examples, Advantages and Limitations of the Four Sampling Techniques



 Suppose that we are to conduct an investigation comparing 

populations, ∏ A , ∏ B  .

 Sample A comprises nA units of observation from  ∏ A

 Sample B comprises nB units of observation from  ∏ B                

 Suppose that  nA =  nB and that n = nA + nB

 The responses will be quantitative, and the analysis will use a t-

test. 

 How should we choose n?

Let, 

µA =  Mean response for ∏ A

µB  = Mean response for ∏ B 



 Null Hypothesis is H0 : µA =  µB

 From the data, we will obtain the sample means    A and     B and 

sample standard deviations SA and SB for groups A and B.

 Once we have the data, we can:

 Reject  H0 and say that µA >  µB 

 Reject  H0 and say that µA  <  µB

 Not reject H0.



















































Three factors are used in the sample size calculation and thus,

determine the sample size for simple random samples. These

factors are:

1) the margin of error,

2) the confidence level, and

3) the proportion (or percentage) of the sample that will chose a

given answer to a survey question.
 Example for Choice of Sample size:



Dr. G. YOGANANDHAM
Professor and Head,

Department of Economics,
Thiruvalluvar University.



 Data analysis is defined as a process of cleaning, transforming,

and modeling data to discover useful information for business

decision-making.

 The purpose of Data Analysis is to extract useful information

from data and taking the decision based upon the data analysis.

 Whenever we take any decision in our day-to-day life is by

thinking about what happened last time or what will happen by

choosing that particular decision.

 This is nothing but analyzing our past or future and making

decisions based on it.

 For that, we gather memories of our past or dreams of our future.

So that is nothing but data analysis.

 Now same thing analyst does for business purposes, is called

Data Analysis.



 Leave enough time for data entry and data formatting.

 Can take much longer than you expect.

 In your codebook – note the type of variable for each measurement /

question.

 This will allow you to plan the proper levels and types of analysis.

 If your research question requires a level of analysis your variables

will not allow, you will need to transform them.

 Create ‘dummy’ variables.

 Collapse categories.

 Determine the level of significance acceptable & apply proper tests.

 Proper planning will make things easier later.

 Take good notes on any transformations, etc. that you do.

 Save all the elements of your analysis programs.



 All the time, effort, and resources dedicated to steps 1 through 7 of the

research process culminate in this final step.

 The researcher finally has data to analyze so that the research question can

be answered.

 In the instrumentation plan, the researcher specified how the data will be

analyzed.

 The researcher now analyzes the data according to the plan. The results of

this analysis are then reviewed and summarized in a manner directly

related to the research questions.

 In the obesity study, the researcher compares the measurements of weight,

percentage of body fat, and cholesterol that were taken at the first meeting

of the subjects to the measurements of the same variables at the final

program session.

 These two sets of data will be analyzed to determine if there was a

difference between the first measurement and the second measurement for

each individual in the program.

 Then, the data will be analyzed to determine if the differences are

statistically significant.



 If the differences are statistically significant, the study validates the theory

that was the focus of the study.

 The results of the study also provide valuable information about one

strategy to combat childhood obesity in the community.

 As you have probably concluded, conducting studies using the eight steps

of the scientific research process requires you to dedicate time and effort

to the planning process.

 You cannot conduct a study using the scientific research process when

time is limited or the study is done at the last minute.

 Researchers who do this conduct studies that result in either false

conclusions or conclusions that are not of any value to the organization.

 This is an excerpt from Applied Research and Evaluation Methods in

Recreation.



 Quantitative Data

 Counts, Frequencies, Tallies.

 Statistical Analyses (as appropriate)

 Qualitative Data

 Coding

 Patterns, themes, theory building

 Combination

 Process each element as appropriate

 Types of Data and Formatting Technique

 Quantitative Data

 Must “quantify” the data.

 Convert (data reduce) from collection format into numeric database.

 Qualitative Data

 Must process the data (type/enter/describe)

 Convert from audio/video to text.

 Combination

 Process each element as appropriate.



 There are several types of Data Analysis techniques that exist 

based on business and technology. However, the major types of 

data analysis are:

 Text Analysis

 Statistical Analysis

 Descriptive Analysis

 Inferential Analysis

 Diagnostic Analysis

 Predictive Analysis

 Prescriptive Analysis

 Text Analysis

Text Analysis is also referred to as Data Mining. It is a

method to discover a pattern in large data sets using databases or

data mining tools. It used to transform raw data into business

information. Business Intelligence tools are present in the market

which is used to take strategic business decisions. Overall it

offers a way to extract and examine data and deriving patterns

and finally interpretation of the data.



 Statistical Analysis

Statistical Analysis shows "What happen?" by using past

data in the form of dashboards. Statistical Analysis includes

collection, Analysis, interpretation, presentation, and modeling of

data. It analyses a set of data or a sample of data. There are two

categories of this type of Analysis - Descriptive Analysis and

Inferential Analysis.

 Descriptive Analysis

Analyses complete data or a sample of summarized

numerical data. It shows mean and deviation for continuous data

whereas percentage and frequency for categorical data.

 Inferential Analysis

Analyses sample from complete data. In this type of

Analysis, you can find different conclusions from the same data

by selecting different samples.



 Diagnostic Analysis

Diagnostic Analysis shows "Why did it happen?" by finding the
cause from the insight found in Statistical Analysis. This Analysis is
useful to identify behavior patterns of data. If a new problem arrives
in your business process, then you can look into this Analysis to find
similar patterns of that problem. And it may have chances to use
similar prescriptions for the new problems.

 Predictive Analysis

Predictive Analysis shows "what is likely to happen" by using
previous data. The simplest example is like if last year I bought two
dresses based on my savings and if this year my salary is increasing
double then I can buy four dresses. But of course it's not easy like this
because you have to think about other circumstances like chances of
prices of clothes is increased this year or maybe instead of dresses
you want to buy a new bike, or you need to buy a house.

 So here, this Analysis makes predictions about future outcomes based
on current or past data. Forecasting is just an estimate. Its accuracy is
based on how much detailed information you have and how much
you dig in it.



 Prescriptive Analysis

Prescriptive Analysis combines the insight from all previous

Analysis to determine which action to take in a current problem

or decision. Most data-driven companies are utilizing

Prescriptive Analysis because predictive and descriptive

Analysis are not enough to improve data performance. Based

on current situations and problems, they analyze the data and

make decisions.

 Prescriptive analytics suggests various courses of action and

outlines what the potential implications could be reached after

predictive analysis. Prescriptive analysis generating automated

decisions or recommendations requires specific and unique

algorithmic and clear direction from those utilizing the

analytical techniques.







 The Data Analysis Process is nothing but gathering

information by using a proper application or tool which allows

you to explore the data and find a pattern in it. Based on that

information and data, you can make decisions, or you can get

ultimate conclusions.

 Data Analysis consists of the following phases:

 Data Requirement Gathering

 Data Collection

 Data Cleaning

 Data Analysis

 Data Interpretation

 Data Visualization



 Data Analysis

Once the data is collected, cleaned, and processed, it is ready for
Analysis. As you manipulate data, you may find you have the exact
information you need, or you might need to collect more data. During this
phase, you can use data analysis tools and software which will help you to
understand, interpret, and derive conclusions based on the requirements.

 Data Interpretation

After analyzing your data, it's finally time to interpret your results. You
can choose the way to express or communicate your data analysis either you
can use simply in words or maybe a table or chart. Then use the results of
your data analysis process to decide your best course of action.

 Data Visualization

Data visualization is very common in your day to day life; they often
appear in the form of charts and graphs. In other words, data shown
graphically so that it will be easier for the human brain to understand and
process it. Data visualization often used to discover unknown facts and
trends. By observing relationships and comparing datasets, you can find a
way to find out meaningful information.

 Summary:

 Data analysis means a process of cleaning, transforming and modeling data to discover useful 
information for business decision-making

 Types of Data Analysis are Text, Statistical, Diagnostic, Predictive, Prescriptive Analysis

 Data Analysis consists of Data Requirement Gathering, Data Collection, Data Cleaning, Data 
Analysis, Data Interpretation, Data Visualization



 Data Requirement Gathering

First of all, you have to think about why do you want to do this data
analysis? All you need to find out the purpose or aim of doing the Analysis.
You have to decide which type of data analysis you wanted to do! In this
phase, you have to decide what to analyze and how to measure it, you have
to understand why you are investigating and what measures you have to use
to do this Analysis.

 Data Collection

After requirement gathering, you will get a clear idea about what things
you have to measure and what should be your findings. Now it's time to
collect your data based on requirements. Once you collect your data,
remember that the collected data must be processed or organized for
Analysis. As you collected data from various sources, you must have to keep
a log with a collection date and source of the data.

 Data Cleaning

Now whatever data is collected may not be useful or irrelevant to your
aim of Analysis, hence it should be cleaned. The data which is collected may
contain duplicate records, white spaces or errors. The data should be cleaned
and error free. This phase must be done before Analysis because based on
data cleaning, your output of Analysis will be closer to your expected
outcome.



 Before we can do any kind of analysis, we need to quantify our data.

 “Quantification” is the process of converting data to a numeric

format.

 Convert social science data into a “ machine – readable” form, a form

that can be read & manipulated by computer programs.

 Some transformations are simple:

 Assign numeric representations to nominal or ordinal variables:

 Turning male into “1” and female into “2”.

 Assigning “3” to very interested, “2” to somewhat interested, “1”

to not interested.

 Assign numeric values to continuous variables

 Turning born in 1973 to “35”.

 Number of children = “02”.



 Some data are more challenging. Open-ended responses must be

coded.

 Two basic approaches:

 Begin with a coding scheme derived from the research purpose.

 Generate codes from the data.

 Coding Quantitative Data

 Goal – Reduce a wide variety of information to a more limited set of

variable attributes:

 “What is your occupation?”

 Use pre-established scheme: Professional, Managerial, Clerical,

Semi- skilled, etc.

 Create a scheme after reviewing the data.

 Assign value to each category in the scheme: professional = 1,

Managerial = 2, etc.

 Classify the response: “Secretary” is “Clerical” and is coded as “3”.



 Points to Remember:

 If the data are coded to maintain a good amount of detail, they can
always be combined (reduced) later.

 However, if you start off with too little detail, you can’t get it
back.

 If you are using a survey / questionnaire, it is a good idea to do
your coding on the form so that it can be entered properly (i.e.
create a “codebook”).

 Codebook Construction

 Purposes:

 Primary guide used in the coding process.

 Should note the value assigned to each variable attribute
(response).

 Guide for locating variables and interpreting cods in the data file
during analysis.

 If you are doing your own input, this will also guide data set
construction.



 Create a mini-codebook by coding the survey instrument

 Note column spaces / locations.

 Note variable attribute values.

 Pay attention to the box at the bottom, special instructions.

 Entering Data

 Optical scan sheets (usually ASCII output).

 Limits possible responses.

 CATI system / on-line: entered while collected.

 Data entry specialists enter the data into SPSS data matrix, Excel

spreadsheet or ASCII file.

 Typically, work off a coded Questionnaire.

 In Excel or Access, follow procedures from class:

 Format tables with proper variable columns.

 Enter data for each case.



 In SPSS

 Import an ASCII file and name variables / column headings.

 Or, create variables / column heading & enter each case.

 ASCII files are useful because they can be transformed or used in almost all

analysis programs.

 Upload to SPSS, Excel, or use directly with SAS.

 Into an ASCII file

 Using Notepad.

 Use your coded survey to show you the proper entry order.

 Into an ASCII file

 Use the Command prompt (Accessories Command Prompt)

 Type “Edit”.

 If you open an ASCII file in Excel, you will get a wizard to convert the data.

 Delimited or Fixed width.

 If fixed width, add column breaks.

 Opens as Excel workbook.



 Complete the survey (fill – in your answers).

 Create a ‘dataset’.

 Enter the data from your survey using either Notepad or the Edit
program from the command Prompt.

 Quantitative Analysis

 You should choose a level of analysis that is appropriate for your
research question.

 You should choose the type of statistical analysis appropriate for the
variables you have.

 Nominal / Categorical, Ordinal, or Continuous.

 Quantitative Level Analysis

 Univariate – Simplest form, describe a case in term of a single
variable.

 Bivariate – Subgroup comparisons, describe a case in terms of two
variables simultaneously.

 Multivariate – Analysis of two or more variables simultaneously.



 Describing a case in terms of the distribution of attributes that

comprise it.

 Example: Gender – Number of Women, Number of Men.

 You should always begin your analysis by running the basic

univariate frequencies and checking to be sure data were entered

properly.

 Frequency distributions.

 Measures of central tendency

 Mean, Median, Mode.

 Presenting Univariate Data

 Goals: Provide Reader with the fullest degree of detail regarding the

data.

 Present data in manageable form.

 Simple and Straightforward.



 Describing a case in terms of the distribution of attributes that comprise it.

 Example: Gender – Number of Women, Number of Men.

 You should always begin your analysis by running the basic univariate
frequencies and checking to be sure data were entered properly.

 Frequency distributions.

 Measures of central tendency

 Mean, Median, Mode.

 Presenting Uni-variate Data

 Goals: Provide Reader with the fullest degree of detail regarding the
data.

 Present data in manageable form.

 Simple and Straightforward.

 Subgroup Comparison

 Describe subsets of cases, subjects or respondets.

 Examples:

 “Collapsing” response categories: Age categories, open responses, etc.

 Handling “Don’t Knows” : code separately, make missing if appropriate.



 Describe a case in terms of two variables simultaneously.

 Example:

 Gender

 Attitudes toward equality for men and women.

 How does a respondents gender affect his or her attitude toward

equality for men and women?

 Cross tabulations / Correlations

 Constructing Bi-variate Tables

 Divide cases into groups according to the attributes of the

independent variable.

 Describe each subgroup in terms of attributes of the dependent

variable.

 Read the table by comparing the independent variable subgroups in

terms of a given attribute of the dependent variable.

 DV goes in the rows, IV goes in the columns.



 Bivariate Tables / Crosstabs are appropriate for all types of variables,

but the proper inferential statistic will vary by variable type.

 Continuous variables are typically made into categorical variables for

this type of analysis.

 Recode variables.

 Example: Create “Age” (18-34, 35-50, 51-65, 66+)

 Appropriate Types of Analysis



 Bivariate Correlation analysis is appropriate for continuous variables
(interval, ratio).

 Other types of variables are often recoded into ‘Dummy’ variables
(value 0 or 1) for these purposes.

 Examples: Gender becomes two variables ‘Male’ (1 = Yes) &
‘Female’ (1 = Yes).

 Present in Correlation Matric.

 Multivariate Analysis

 Analysis of more than two variables simultaneously.

 Can be used to understand the relationship between multiple
variables more fully.

 Most typical: Regression Analysis.

 Ordinal (technically inappropriate but it happens), continuous,
dummy variables.

 Type of regression analysis will depend on the tupe of variables.

 OLS (continuous)

 Logistic (Other types)



 The rules for interpreting, classifying, and recording data in the
coding process.

 The actual numerical or other character symbols.

 Coding means assigning a code, usually a number, to each
possible response to each question. The code includes an
indication of the column position (field) and data record it will
occupy.

 Coding Questions

 Fixed field codes, which mean that the number of records for
each respondent is the same and the same data appear in the
same column(s) for all respondents, are highly desirable.

 If possible, standard codes should be used for missing data.
Coding of structured questions is relatively simple, since the
response options are predetermined.

 In questions that permit a large number of responses, each
possible response option should be assigned a separate column.



 Guidelines for coding unstructured questions:

 Category codes should be mutually exclusive and collectively exhaustive.

 Only a few (10% or less) of the responses should fall into the “other”
category.

 Category codes should be assigned for critical issues even if no one has
mentioned them.

 Data should be coded to retain as much detail as possible.

 Code Book

 A codebook contains coding instructions and the necessary
information about variables in the data set.

 A codebook generally contains the following information:

 Column number

 Record number

 Variable number

 Variable name

 Question number

 Instructions for coding



 Coding is a skill where you take instructions (the steps in a task) and

translate it into a language the computer understands since

computers do not communicate like humans.

 They communicate in a language called BINARY and it is uses 0's

and 1's. Coders write the instructions using a programming language.

 Simply put, coding is used for communicating with

computers. People use coding to give computers and other machines

instructions on what actions to perform.

 Further, we use coding to program the websites, apps, and other

technologies we interact with every day.

 Coding is what makes it possible for us to create computer software,

apps and websites.

 Many coding tutorials use that command as their very first example,

because it's one of the simplest examples of code you can have - it

'prints' (displays) the text' Hello, world! 'onto the screen.



 Coding, in the simplest of terms, is telling a computer what you want

it to do, which involves typing in step-by-step commands for the

computer to follow.

 Computers are not clever things, however they are very obedient.

They will do exactly what you want them to do, so long as you tell

them how to do it correctly.

 Learning to code has been likened to learning a foreign language, or

perhaps more specifically a family of foreign languages.

 There are many different coding languages, each one designed with

certain things in mind.

 Examples: Include C, a ‘low level’ but fast programming language

that is good for anything graphically intensive like games; Javascript,

which was specifically designed for dealing with web content; and

Perl, a multi-functional language that is often referred to as the ‘swiss

army knife’ of programming.





 Sample Record: Excel Sheet for two-wheeler owners

Unit Occupation Vehicle Km / day Marital Status Family Size

1 4 1 20 1 3

2 3 2 25 2 1

3 5 1 25 1 4

4 2 1 15 2 2

5 4 2 20 2 4

6 5 2 35 2 6

7 1 1 40 1 3

8 5 2 20 2 4



 The process of checking and adjusting the data.

 For omissions

 For legibility

 For consistency

 And readying them for coding and storage.

 Editing Responses.

 Treatment of Unsatisfactory Results.

 Returning to the Field – The questionnaires with unsatisfactory 

responses may be returned to the field, where the interviewers re-

contact the respondents.

 Assigning Missing Values – If returning the uestionnaires to the 

field is not feasible, the editor may assign missing values to 

unsatisfactory responses.

 Discarding Unsatisfactory Respondents – In this approach, the 

respondents with unsatisfactory responses are simply discarded.







 Information gathered during data collection may lack uniformity.
An research checks for completeness, accuracy, consistency of
data, collection, and arranging the data in a systematic manner this
is know as Editing.

 Example: Data collected through questionnaire and schedules may
have answers which may not be ticked at proper places, or some
questions may ne left unanswered. The research has to take a
decision as to how to edit it.

 Need of Editing

 Clarify Responses: Bringing clarity is important otherwise the
researcher can draw wrong inferences from the data. Sometimes the
respondents make some spelling and grammatical mistakes the
editor needs to correct them.

 Make Omissions: The researcher may also to make some omissions
in the responses, by chance or by some mistake some responses are
left incomplete, the editor has to see what has been an oversight by
the respondent (ex. – Illiterate People)



 Avoid Biased Editing: The researcher needs to be very objective and
should not try to hide or remove any information. He should not
add anything in the responses without any sound reason.

 Make Judgements: Sometimes the respondents leave something
incomplete, to complete the sentence or a phase the editor has to
make a judgement. He should have to have good judgement to do
so. He should do it so well that his personal bias do not involve in
the responses.

 Check Handwriting: Handwriting issues needs also be resolved by
the editor. Some people write very fast and in this way they write
so that comprehension of the text becomes difficult. In
electronically sent questionnaires this problem never arises.

 Re-contact the respondent: If some information is least
comprehendible and no logical meaning can be taken, interviewees
can be re-contacted to know what they meant by that. Incase, the
data in the questionnaire is not correct and the editor cannot take
any meaning from it. The editor should ask the respondents. Re-
contact with them and get their help.



 Field Editing:

 This is a type of editing that relates to abbreviated or illegible

written form of gathered data. Such editing is more effective

when done on same day or the very next day after the

interview. The investigator must not jump to conclusion while

doing field editing.

 Central Editing:

 Such type of editing relates to the time when all data

collection process has been completed. Here a single or

common editor corrects the errors like entry in the wrong

place, entry in wrong unit etc. As a rule all the wrong

answers should be dropped from the final results



 The data obtained is complete in all respects.

 It is accurate in terms of information recorded and responses

sought.

 The response format is in the form that was instructed.

 The data is structured in a manner that entering the information will

not be a problem.

 Checklist for Research Paper Editing

 Your Name or Contact details as needed.

 Title

 Page Numbers

 Formatting

 Font and Size

 Line Spacing

 Margins



 Tabulation is a systematic & logical presentation of numeric data in

rows and columns, to facilitate comparison and statistical analysis.

 It facilitates comparison by bringing related information close to each

other and helps in further statistical analysis and interpretation.

 The large mass of confusing data is easily reduced to reasonable form, 

that is understandable to kind. The data once arranged in a suitable 

form, gives the condition of the situation at a glance, or gives a bird 

eye view.

 Objective of  Data Tabulation:

 To carry out investigations.

 To do comparisons.

 To locate omissions and errors in the data.

 To use space economically.

 To study the trends.

 To simplify data.

 To use it as future references.



 Tabulation is the process of summarizing raw data and

displaying the same in compact form (i.e., in the form of

statistical tables) for further analysis. In a broader sense,

tabulation is an orderly arrangement of data in columns and

rows.

 Tabulation is essential because of the following reasons:

 It conserves space and reduces explanatory and

descriptive statement to a minimum.

 It facilitates the process of comparison.

 It facilitates the summation of items and the detection of

errors and omissions.

 It provides a basis for various statistical computations.



 There are no hard and fast rules for the tabulation of data but

for constructing good table, following general rules should be

observed while tabulating statistical data.

 The table should suit the size of the paper and, therefore, the

width of the column should be decided before hand.

 Number of columns and rows should neither be too large nor

too small.

 As far as possible figures should be approximated before

tabulation. This would reduce unnecessary details.

 Items should be arranged either in alphabetical.,

chronological or geographical order or according to size.



 The sub-total and total of the items of the table must be

written.

 Percentages are given in the tables if necessary.

 Ditto marks should not be used in a table because sometimes

it create confusion.

 Table should be simple and attractive.

 A table should be logical, well-balanced in length and breadth

and the comparable columns should be placed side by side.

 Light / heavy / thick or double rulings may be used to

distinguish sub columns, main columns and totals.

 For large data more than one table may be used.





 Table Number:

 A Number must be allotted to the table for identification,
particularly when there are many tables in a study.

 Title:

 the title should explain what is contained in the table. It should be
clear, brief and set in bold type on top of the table. It should also
indicate the time and place to which the data refer

 Data:

 The date of preparation of the table should be given.

 Stubs or Row designations:

 Each row of the table should be given brief heading. Such
designations of rows are called ”stubs” or “stub items” and the
entire column is called “stub column”.

 Footnotes and References:

 If any item has not been explained properly, a separate explanatory
note should be added at the bottom of the table.



 Column Heading or Captions:

 Column designation is given on top of each column to explain to

what the figures in the column refer. It should be clear and precise.

This is called a “caption” or “heading”. Columns should be

numbered if there are four or more columns.

 Body of the table:

 The data should be arranged in such a way that any figure can be

located easily. Various types of numerical variables should be

arranged in an ascending order, i.e., from left to right in rows and

from top to bottom in columns. Column and row totals should be

given.

 Source:

 At the bottom of the table note should be added indicating the

primary and secondary sources from which data have been

collected.



 Under tabulation, data is divided into various parts and for each

part there are totals and sub totals. Therefore, relationship between

different parts can be easily known.

 Since data are arranged in a table with a title and a number so these

can be easily identified and used for the required purpose.

 Tabulation makes the data brief. Therefore, it can be easily

presented in the form of graphs.

 Tabulation presents the numerical figures in an attractive form.

 Tabulation makes complex data simple and as a result of this, it

becomes easy to understand the data.

 This form of the presentation of data helpful in finding mistakes.

 Tabulation is useful in condensing the collected data.

 Tabulation makes it easy to analyze the data from tables.

 Tabulation is very cheap mode to present the data. It saves time as

well as space.

 Tabulation is a device to summaries the large scattered data. So,

the maximum information may becollected from the tables.



 Tables contain only numerical data. They do not contain details.

 Qualitative expression is not possible through tables.

 Tables can be used by experts only to draw conclusions. Common

men do not understand them properly.

 Methods of Tabulation

 Simple Tabulation

 Double Tabulation

 Complex Tabulation

 Simple Tabulation: Simple Tabulation is when the data are

tabulated to one characteristic. For example, the survey that

determined the frequency or number of employees of a firm

owning different brands of mobile phones like blackberry, Nokia, I

Phone, etc.



 Double Tabulation: Double Tabulation is when two characteristic

of data are tabulated. For example, frequency or number of male

and female employees in the firm owning different brand of mobile

phones like Blackberry, I Phone, etc.

 Complex Tabulation: Complex Tabulation of data that includes

more than two characteristics. For example, frequency or number

of male and female and the total employees owning different brand

of mobile phones like Blackberry, Nokia, I phone, etc.

 Cross Tabulations is also a sub-type of complex tabulation that

includes cross-classifying factors to build a contingency table of

counts of frequencies at each combination of factor levels.

 A contingency table is a display format used to analyze and record

the possible relationship between two or more categorical variables.



 Data interpretation is the process of reviewing data through some

predefined processes which will help assign some meaning to the

data and arrive at a relevant conclusion.

 It involves taking the result of data analysis, making inferences on

the relations studied, and using them to conclude.

 Therefore, before one can talk about interpreting data, they need to

be analyzed first. What then, is data analysis?

 Data analysis is the process of ordering, categorizing, manipulating,

and summarizing data to obtain answers to research questions.

 It is usually the first step taken towards data interpretation.

 It is evident that the interpretation of data is very important, and as

such needs to be done properly.

 Therefore, researchers have identified some data interpretation

methods to aid this process.



 Data interpretation methods are how analysts help people make

sense of numerical data that has been collected, analyzed and

presented.

 Data, when collected in raw form, may be difficult for the layman

to understand, which is why analysts need to break down the

information gathered so that others can make sense of it.

 For example, when founders are pitching to potential investors,

they must interpret data (e.g. market size, growth rate, etc.) for

better understanding.

 There are 2 main methods in which this can be done, namely:

 Quantitative methods and

 Qualitative methods.

https://www.formpl.us/blog/qualitative-quantitative-data


 The qualitative data interpretation method is used to analyze qualitative

data, which is also known as categorical data. This method uses texts,

rather than numbers or patterns to describe data.

 Qualitative data is usually gathered using a wide variety of person-to-

person techniques, which may be difficult to analyze compared to

the quantitative research method.

 Unlike the quantitative data which can be analyzed directly after it has

been collected and sorted, qualitative data needs to first be coded into

numbers before it can be analyzed. This is because texts are usually

cumbersome, and will take more time and result in a lot of errors if

analyzed in its original state. Coding done by the analyst should also be

documented so that it can be reused by others and also analyzed.

 There are 2 main types of qualitative data, namely; nominal and ordinal

data. These 2 data types are both interpreted using the same method,

but ordinal data interpretation is quite easier than that of nominal data.

 In most cases, ordinal data is usually labelled with numbers during the

process of data collection, and coding may not be required. This is

different from nominal data that still needs to be coded for proper

interpretation.

https://www.formpl.us/blog/nominal-ordinal-data


 The quantitative data interpretation method is used to analyze

quantitative data, which is also known as numerical data.

 This data type contains numbers and is therefore analyzed with the

use of numbers and not texts.

 Quantitative data are of 2 main types, namely; discrete and

continuous data.

 Continuous data is further divided into interval data and ratio data,

with all the data types being numeric.

 Due to its natural existence as a number, analysts do not need to

employ the coding technique on quantitative data before it is

analyzed.

 The process of analyzing quantitative data involves statistical

modeling techniques such as standard deviation, mean and median.

https://formpl.us/blog/interval-data
https://formpl.us/blog/quantitative-data


 Mean

 The mean is a numerical average for a set of data and is calculated

by dividing the sum of the values by the number of values in a

dataset. It is used to get an estimate of a large population from the

dataset obtained from a sample of the population.

 Example: Online job boards in the US use the data collected from a

group of registered users to estimate the salary paid to people of a

particular profession.

 The estimate is usually made using the average salary submitted on

their platform for each profession.

 Frequency distribution

 This technique is used to assess the demography of the respondents 

or the number of times a particular response appears in research.

 It is extremely keen on determining the degree of intersection 

between data points.



 Standard deviation

 This technique is used to measure how well the responses align with or

deviates from the mean.

 It describes the degree of consistency within the responses; together with

the mean, it provides insight into data sets.

 In the job board example highlighted above, if the average salary of

writers in the US is $20,000 per annum, and the standard deviation is 5.0,

we can easily deduce that the salaries for the professionals are far away

from each other.

 This will birth other questions like why the salaries deviate from each

other that much.

 With this question, we may conclude that the sample contains people with

few years of experience, which translates to a lower salary and people

with many years of experience, translating to a higher salary. However, it

does not contain people with mid-level experience.

 Some other interpretation processes of quantitative data include:

 Regression analysis

 Cohort analysis

 Predictive and prescriptive analysis.



 Identify the Required Data Type

 Researchers need to identify the type of data required for

particular research.

 Is it nominal, ordinal, interval or ratio data?

 The key to collecting the required data to conduct research

is to properly understand the research question.

 If the researcher can understand the research question,

then he can identify the kind of data that is required to

carry out the research.

 Example: when collecting customer feedback, the best

data type to use is the ordinal data type.

 Ordinal data can be used to access a customer's feelings

about a brand and is also easy to interpret.



 Avoid Biases

 There are different kinds of biases a researcher might encounter

when collecting data for analysis.

 Although biases sometimes come from the researcher, most of the

biases encountered during the data collection process is caused by

the respondent.

 There are 2 main biases, that can be caused by the President,

namely:

 Response bias and

 Non-response bias.

 Researchers may not be able to eliminate these biases, but there are

ways in which they can be avoided and reduced to a minimum.

 Response biases are biases that are caused by respondents

intentionally giving wrong answers to responses, while non-

response bias occurs when the respondents don't give answers to

questions at all.

 Biases are capable of affecting the process of data interpretation.



 Use Close Ended Surveys

 Although open-ended surveys are capable of giving

detailed information about the questions and allow

respondents to fully express themselves, it is not the best

kind of survey for data interpretation.

 It requires a lot of coding before the data can be analyzed.

 Close-ended surveys, on the other hand, restrict the

respondents' answer to some predefined options, while

simultaneously eliminating irrelevant data.

 This way, researchers can easily analyze and interpret

data.

 However, close-ended surveys may not be applicable in

some cases, like when collecting respondent's personal

information like name, credit card details, phone number,

etc.



 One of the best practices of data interpretation is the visualization

of the dataset. Visualization makes it easy for a layman to

understand the data, and also encourages people to view the data, as

it provides a visually appealing summary of the data.

 Different Techniques of Data Visualization:

 Bar Graphs

 Bar graphs are graphs that interpret the relationship between 2 or

more variables using rectangular bars.

 These rectangular bars can be drawn either vertically or

horizontally, but they are mostly drawn vertically.

 The graph contains the horizontal axis (x) and the vertical axis (y),

with the former representing the independent variable while the

latter is the dependent variable.

 Bar graphs can be grouped into different types, depending on how

the rectangular bars are placed on the graph.



 Grouped Bar Graph

 The grouped bar graph is used to show more information about

variables that are subgroups of the same group with each subgroup

bar placed side-by-side like in a histogram. For example, let us

consider the subgroups of the average CGPA of students in the

mathematics and statistics department of an institution.



 Stacked Bar Graph

 A stacked bar graph is a grouped bar graph with its rectangular bars

stacked on top of each other rather than placed side by side. By

representing the CGPA example highlighted above using a stacked bar

graph, we get the graph below.

 In this graph, the rectangular bars representing the mathematics and

statistics department are stacked on top of each other with each group

representing, first year, second year, and third-year students.



 Segmented Bar Graph

 Segmented bar graphs are stacked bar graphs where each

rectangular bar shows 100% of the dependent variable. It is mostly

used when there is an intersection between the variable categories.

 The segmented bar graph shows the percentage of the average

CGPA accumulated by the mathematics and statistics department of

the institution.



 A pie chart is a circular graph used to represent the percentage of

occurrence of a variable using sectors.

 The size of each sector is dependent on the frequency or percentage

of the corresponding variables.

 There are different variants of the pie charts, but for the sake of this

article, we will be restricting ourselves to only 3. For better

illustration of these types, let us consider the following examples.

 Pie Chart Example: There are a total of 50 students in a class, and

out of them, 10 students like Football, 25 students like snooker, and

15 students like Badminton.



 Simple Pie Chart

The simple pie chart is the most basic type of pie chart,

which is used to depict the general representation of a bar

chart.



 Doughnut Pie Chart

 Doughnut pie is a variant of the pie chart, with a blank centre 

allowing for additional information about the data as a whole 

to be included.



 3D Pie Chart

 3D pie chart is used to give the chart a 3D look and is often

used for aesthetic purposes. It is usually difficult to reach

because of the distortion of perspective due to the third

dimension.



 Tables are used to represent statistical data by placing them in

rows and columns.

 They are one of the most common statistical visualization

techniques and are of 2 main types, namely:

 Simple and

 Complex tables.

 Simple Tables

Simple tables summarize information on a single

characteristic and may also be called a univariate table. An

example of a simple table showing the number of employed

people in a community concerning their age group.



 Complex Tables

As its name suggests, complex tables summarize complex

information and present them in two or more intersecting

categories. A complex table example is a table showing the

number of employed people in a population concerning their

age group and sex as shown in the table below.



 Line graphs or charts are a type of graph that displays information

as a series of points, usually connected by a straight line. Some of

the types of line graphs are highlighted below.

 Simple Line Graphs

Simple line graphs show the trend of data over time, and may

also be used to compare categories. Let us assume we got the sales

data of a firm for each quarter and are to visualize it using a line

graph to estimate sales for the next year.



 Line Graphs with Markers

These are similar to line graphs but have visible markers

illustrating the data points.



 Stacked Line Graphs

Stacked line graphs are line graphs where the points do not

overlap, and the graphs are therefore placed on top of each other.

Consider that we got the quarterly sales data for each product sold

by the company and are to visualize it to predict company sales for

the next year.



S. No.
Visualization 

Techniques
Advantages Disadvantages

1. Bar Graph

 It helps to summarize a 

large data.

 Estimations of key values 

can be made at a glance.

 Can be easily understood.

It may require additional 

explanation.

It can be easily 

manipulated.

It doesn’t properly 

describe the dataset.

2. Pie Chart

It is visually appealing.

Best for comparing small 

data samples.

It can only compare small 

sample sizes.

Unhelpful with observing 

trends over time.

3. Tables

Can Contain large data sets.

Helpful in comparing 2 or 

more similar things.

They do not give detailed 

information.

Maybe time-consuming.

4. Line Graph

Great for visualizing trends 

and changes over time.

It is simple to construct and 

read.

It can not compare 

different variables at a 

single place or time.







 The data collected from the respondents is generally not in the

form to be analyzed directly.

 After the responses are recorded or received, the next stage is that

of preparation of data i.e. to make the data amenable for

appropriate analysis.

 Data preparation includes, editing, coding, and data entry and is the

activity that ensures the accuracy of the data and their conversion

from raw form to reduced and classified forms that are more

appropriate for analysis.

 Preparing a descriptive statistical summary is another preliminary

step leading to an understanding of the collected data.



 Deep learning and Machine learning are becoming more and more

important in today’s ERP (Enterprise Resource Planning).

 During the process of building the analytical model using Deep Learning

or Machine Learning the data set is collected from various sources such as

a file, database, sensors, and much more.

 But, the collected data cannot be used directly for performing the analysis

process.

 Therefore, to solve this problem Data Preparation is done. It includes two

techniques that are listed below :

 Data Preprocessing

 Data Wrangling

 Data Preparation Architecture

 Data Preparation process s an important part of data science. It includes

two concepts such as Data Cleaning and Feature Engineering.

 These two are compulsory for achieving better accuracy and

performance in the Machine Learning and Deep Learning projects.



 Data Preparation includes editing, coding and data

entry.

 It is the activity that ensures the accuracy of the data

and their conversion from raw form to reduced and

classified forms that are more appropriate for

analysis.

 Preparing a descriptive statistic summary is another

preliminary step that allows data entry errors to be

identified and corrected.





 Data Preprocessing is a technique that is used to convert the raw 

data into a clean data set. 

 In other words, whenever the data is gathered from different 

sources it is collected in raw format which is not feasible for the 

analysis.

 Therefore, certain steps are executed to convert the data into a 

small clean data set. 

 This technique is performed before the execution of the Iterative 

Analysis. The set of steps is known as Data Preprocessing. It 

includes :

 Data Cleaning

 Data Integration

 Data Transformation

 Data Reduction





 For achieving better results from the applied model

in Machine Learning and Deep Learning projects the format

of the data has to be in a proper manner, this is where term

Data Preparation is used.

 Some specified Machine Learning and Deep Learning model

need information in a specified format, for example, Random

Forest algorithm does not support null values, therefore to

execute random forest algorithm null values has to be

managed from the original raw data set.

 Another aspect of Data Preparation and analysis is that the

data set should be formatted in such a way that more than one

Machine Learning and Deep Learning algorithms are

executed in one data set, and the best out of them is chosen.



 Data Preprocessing is necessary because of the presence of

unformatted real-world data. Mostly real-world data is composed .

 Inaccurate data (missing data) – There are many reasons for

missing data such as data is not continuously collected, a mistake in

data entry, technical problems with biometrics, and much more,

which requires proper Data Preparation.

 The presence of noisy data (erroneous data and outliers) – The

reasons for the existence of noisy data could be a technological

problem of gadget that gathers data, a human mistake during data

entry and much more.

 Inconsistent data – The presence of inconsistencies are due to the

reasons such that existence of duplication within data, human data

entry, containing mistakes in codes or names, i.e., violation of data

constraints and much more necessitate Data Preparation and

analysis.

 Therefore, to handle raw data, Data Preprocessing is performed.



 Preliminary Analysis (My Preference) (lots of other

terms: Initial feasibility, Initial study phase, Problem

statements and Analysis, others; gathering

information and needs.

 My definition of Preliminary Analysis includes all

the items due for your first deliverable:

 Project Description

 Domain Modeling; Glossary

 Use Case Collection

 Brief Description of Action/Use Cases

 Project Scope – Preliminary

 Project Plan - Preliminary







 Statistical analysis is the science of collecting data and uncovering
patterns and trends. It's really just another way of saying
“statistics.” After collecting data you can analyze it to: Summarize
the data. For example, make a pie chart.

 Statistics is basically a science that involves data collection, data
interpretation and finally, data validation. Statistical data analysis is
a procedure of performing various statistical operations. It is a kind
of quantitative research, which seeks to quantify the data, and
typically, applies some form of statistical analysis. Quantitative
data basically involves descriptive data, such as survey data and
observational data.

 Statistical data analysis generally involves some form of statistical
tools, which a layman cannot perform without having any statistical
knowledge. There are various software packages to perform
statistical data analysis. This software includes Statistical Analysis
System (SAS), Statistical Package for the Social Sciences (SPSS),
Stat soft, etc.



 Small relationships are detectable between any data
sets.

 They may be caused by chance

 They may be caused by something else.

 Statistical tests help us decide, for any given sets of
data, which of these possibilities is more likely.

 If we find that it is highly probable that the
relationship was caused by chance, then we assume
it was caused by chance. i.e. we accept the null
hypothesis.

 If we find that it is highly improbable that the
relationship was caused by chance, then we assume
it was caused by something else. i.e. we reject the
null hypothesis.











 Descriptive Type of Statistical Analysis

 Inferential Type of Statistical Analysis

 Prescriptive Analysis

 Predictive Analysis

 Casual Analysis

 Exploratory Data Analysis

 Mechanistic Analysis



 Descriptive statistical analysis as the name suggests helps in describing

the data.

 It gets the summary of data in a way that meaningful information can be

interpreted from it.

 Using descriptive analysis, we do not get to a conclusion however we get

to know what in the data is i.e. we get to know the quantitative description

of the data.

 For instance, consider a simple example in which you must determine how

well the student performed throughout the semester by calculating the

average.

 This average is nothing but the sum of the score in all the subjects in the

semester by the total number of subjects.

 This single number is describing the general performance of the student

across a potentially wide range of subject experiences.

 Whenever we try to describe a large set of observations with a single

value, we run into the risk of either distorting the original data or losing

any important information. The student average won’t determine the

strong subject of the student.



 It won’t tell you the specialty of the student or you won’t come to

know which subject was easy or strong. In spite of these

limitations, Descriptive statistics can provide a powerful summary

which may be helpful in comparisons across the various unit.

 There are two types of statistics that are used to describe data:

 Measures of central tendency: In this, a single value attempts to

describe the data by using its central position with the given set.

They are also classified as a summary set. In order to get the central

value, they use averaging(mean), median or mode.

 The measure of spread: In this, the data is summarized by

describing how well the data is spread out. For example, if the

mean score of 100 students is 55 then there will be students whose

score will be less than 55 or more than 55. Which means their score

will be spread out in a way that their mean is 55. To describe the

spread, we can use either of the statistical technique i.e. range,

quartiles, variation, standard deviation, and absolute deviation.



 The group of data that contains the information we are interested in

is known as population.

 Inferential Statistics is used to make a generalization of the

population using the samples. Where the sample is drawn from the

population itself.

 It is necessary that the samples properly demonstrate the population

and should not be biased. The process of achieving these kinds of

samples is termed as sampling.

 Inferential Statistics comes from the fact that the sampling

naturally incurs sampling errors and is thus not expected to

perfectly represent the population.

 There are two types of Inferential Statistics method used for 

generalizing the data:

 Estimating Parameters

 Testing of Statistical Hypothesis

 The above two are the main types of statistical analysis.



 “What should be done?” Prescriptive Analysis work on the data by

asking this question.

 It is the common area of business analysis to identify the best

possible action for a situation.

 Its whole idea is to provide advice that aims to find the optimal

recommendation for a decision-making process.

 It is related to descriptive and predictive analysis.

 The descriptive analysis describes the data i.e. what has happened,

and predictive analytics predicts what might happen prescriptive

analysis find the best option among the available choice.

 Techniques used in the prescriptive analysis are simulation, graph

analysis, business rules, algorithms, complex event processing, and

machine learning.



 “What might happen?” Predictive analysis is used to make a

prediction of future events. It is based upon the current and

historical facts.

 It uses statistical algorithm and machine learning techniques to

determine the likelihood of future results, trends based upon

historical and new data and behavior.

 Business is implementing predictive analytics to increase the

competitive advantage and reduce the risk related to an

unpredictable future.

 The main users of predictive analysis are marketing, financial

service, online service providers and insurance companies.

Techniques used in Predictive analysis are data mining, modeling,

A.I., etc.



 “Why?” Casual Analysis helps in determining why things are the

way they are.

 Since the current business world is full of events that might lead to

failure, Casual Analysis seeks to identify the reason for it.

 It tries to get the root cause, i.e. the basic reason why something

can happen.

 This is a common technique used in the IT industry for the quality

assurance of the software. And industries that address major

disasters.



 It is an Exponential to the inferential statistics and is mostly used

by the data scientists.

 It is an analytical approach that focuses on identifying patterns in

the data and figure out the unknown relationships.

 The purpose of Exploratory Data Analysis is to get check the

missing data, find unknown relationships and check hypotheses and

assumptions.

 It shouldn’t be used alone as it only provides a birds-eye view of

the data and gets some insight into it.

 It is the first step in data analysis that should be performed before

the other formal statistical techniques.



 Mechanistic Analysis plays an important role in big industries.

 Though it is not among the common type of statistical analysis

method still it’s worth discussing.

 It is used for understanding the exact changes in the given variable

that leads to the other variables.

 It works on the assumption that the given system gets affected by

the interaction of its internal component.

 It does not consider external influence. It is useful in a system

containing clear definitions like biological science.



 These are intended to decide whether a hypothesis about

distribution of one or more populations should be rejected or

accepted.

 These may be:

 These tests the statistical significance of the:

 Difference in sample and population means.

 Difference in two sample means.

 Several population means.

 Difference in proportions between sample and population.

 Difference in proportions between two independent populations.

 Significance of association between two variables.



 State the Research Hypothesis.

 State the Level of Significance.

 Calculate the test statistic.

 Compare the calculated test statistic with the tabulated values.

 Decision.

 Statement of Result.

 Parametric Tests:

 Used for Quantitative Data.

 Use for continuous variables.

 Used when data are measured on approximate interval or ratio

scales of measurement.

 Data should follow normal distribution.





 t test (n<30)

 ANOVA (Analysis of Variance)

 Pearson’s r Correlation

 Z test for large samples (n>30)







 Developed by Prof W.S. Gossett in 1908, who published

statistical papers under the pen name of ‘student’. Thus

the test is know as student’s ‘t’ test.

 Indications for the test:

 When samples are small

 Population variance are not known..

 Uses:

 Two means of small independent samples

 Sample mean and population mean

 Two proportions of small independent samples.



 Samples are randomly selected .

 Data utilized is Quantitative .

 Variable follow normal distribution.

 Sample variances are mostly same in both the groups under the

study .

 Samples are small, mostly lower than 30.

 A t-test compares the difference between two means of different

groups to determine whether that difference is statistically

significant.

 Student’s ‘t’ test for different purposes .

 ‘t’ test for one sample .

 ‘t’ test for unpaired two samples .

 ‘t’ test for paired two samples.



 When compare the mean of a single group of observations with a

specified value.

 In one sample t-test, we know the population mean. We draw a

random sample from the population and then compare the sample

mean with the population mean and make a statistical decision as to

whether or not the sample mean is different from the population.



 Now we compare calculated value with table value at certain level

of significance (generally 5% or 1%).

 If absolute value of ‘t’ obtained is greater than table value then

reject the null hypothesis and if it is less than table value, the null

hypothesis may be accepted.







 Unpaired Two sample ‘t’- test

 Unpaired t- test is used when we wish to compare two means.

 Used when the two independent random samples come from

the normal populations having unknown or same variance.

 We test the null hypothesis, that the two population means are

same i.e. µ1= µ2 against an appropriate one sided or two

sided alternative hypothesis.

 Assumptions

 The samples are random & independent of each other.

 The distribution of dependent variable is normal.

 The variances are equal in both the groups





 Research Problem A study was conducted to compare the birth

weights of children born to 15 non-smoking with those of children

born to 14 heavy smoking mothers.





 Used when we have paired data of observations from one sample

only, when each individual gives a pair of observations.

 Same individuals are studied more than once in different

circumstances- measurements made on the same people before and

after interventions.

 Assumptions

 The outcome variable should be continuous.

 The difference between pre-post measurements should be normally

distributed.



 A study was carried to evaluate the effect of the new diet on weight

loss. The study population consist of 12 people have used the diet

for 2 months; their weights before and after the diet are given 33 R.





 The principle aim of statistical models is to explain the variation in

measurements.

 The statistical model involving a test of significance of the

difference in mean values of the variable between two groups is the

student’s, ‘t’ test.

 If there are more than two groups, the appropriate statistical model

is Analysis of Variance (ANOVA).

 Assumptions for ANOVA

 Sample population can be easily approximated to normal

distribution.

 All populations have same Standard Deviation.

 Individuals in population are selected randomly.

 Independent samples



 ANOVA compares variance by means of a simple ratio, called F-

Ratio.

 The resulting F statistics is then compared with critical value of F

(critic), obtained from F tables in much the same way as was done

with ‘t’.

 If the calculated value exceeds the critical value for the appropriate

level of α, the null hypothesis will be rejected.

 A F test is therefore a test of the Ratio of Variances F Tests can also

be used on their own, independently of the ANOVA technique, to

test hypothesis about variances.

 In ANOVA, the F test is used to establish whether a statistically

significant difference exists in the data being tested.



 One Way ANOVA: If the various experimental groups differ in

terms of only one factor at a time- a one way ANOVA is used.

 Example: A study to assess the effectiveness of four different

antibiotics on S Sanguis

 Two Way ANOVA: If the various groups differ in terms of two or

more factors at a time, then a Two Way ANOVA is performed.

 Example: A study to assess the effectiveness of four different

antibiotics on S Sanguis in three different age groups



 Correlation is a technique for investigating the relationship between

two quantitative, continuous variables.

 Pearson’s Correlation Coefficient(r) is a measure of the strength of

the association between the two variables.

 Assumptions Made in Calculation of ‘r’

 Subjects selected for study with pair of values of X & Y are chosen

with random sampling procedure.

 Both X & Y variables are continuous.

 Both variables X & Y are assumed to follow normal distribution



 The first step in studying the relationship between two

continuous variables is to draw a scatter plot of the

variables to check for linearity.

 The correlation coefficient should not be calculated of

the relationship is not linear.

 For correlation only purposes, it does not matter on

which axis the variables are plotted.

 However, conventionally, the independent variable is

plotted on X axis and dependent variable on Y-axis.

 The nearer the scatter of points is to a straight line, the

higher the strength of association between the variables.



 Perfect Positive Correlation r = +1

 Partial Positive Correlation 0 < r < + 1

 Perfect negative correlation r = - 1

 Partial negative correlation 0 > r > - 1

 No Correlation



 This test is used for testing significance difference between two

means (n>30).

 Assumptions to apply Z test:

 The sample must be randomly selected.

 Data must be quantitative.

 Samples should be larger than 30.

 Data should follow normal distribution.

 Sample variances should be almost the same in both the groups of

study.

 If the SD of the populations is known, a Z test can be applied even

if the sample is smaller than 30.

 Indications for Z Test:

 To compare sample mean with population mean.

 To compare two sample means.

 To compare sample proportion with population proportion.

 To compare two sample proportions.



 Define the problem.

 State the null hypothesis (H0) & alternate hypothesis (H1).

 Find Z value.

 Fix the level of significance.

 Compare calculated Z value with the value in Z table at

corresponding degree significance level.

 If the observed Z value is greater than theoretical Z value, Z is

significant, reject null hypothesis and accept alternate hypothesis.



 Used for testing the significant difference between two

proportions,

 Where, P1 = Prop. rate for 1st population.

P2 = Prop. rate for 2nd population.

 Where, SE (P1 - P2 ) is defined SE of difference.

 One tailed and Two tailed Z tests

 Z values on each side of mean are calculated as +Z or as -Z.

 A result larger than difference between sample mean will give +Z

and result smaller than the difference between mean will give –Z.



 Example for Two Tailed:

In a test of significance, when one wants to

determine whether the mean IQ of malnourished children

is different from that of well nourished and does not

specify higher or lower, the P value of an experiment

group includes both sides of extreme results at both ends

of scale, and the test is called two tailed test.

 Example for single tailed:

In a test of significance when one wants to know

specifically whether a result is larger or smaller than

what occur by chance, the significant level or P value

will apply to relative end only e.g. if we want to know if

the malnourished have lesser mean IQ than the well

nourished, the result will lie at one end ( tail )of the

distribution, and the test is called single tailed test.



 A non parametric test (sometimes called a distribution free test) does not

assume anything about the underlying distribution (for example, that the

data comes from a normal distribution). It usually means that you know

the population data does not have a normal distribution.

 Nonparametric statistics refers to a statistical method in which the data are

not assumed to come from prescribed models that are determined by a

small number of parameters; examples of such models include the

normal distribution model and the linear regression model.

 Nonparametric tests are also called distribution-free tests because they

don't assume that your data follow a specific distribution. You may have

heard that you should use nonparametric tests when your data don't meet

the assumptions of the parametric test, especially the assumption about

normally distributed data.

 Non-parametric tests are experiments which do not require the underlying

population for assumptions. It does not rely on any data referring to any

particular parametric group of probability distributions. Non-parametric

methods are also called distribution-free tests since they do not have any

underlying population.





Properties Parametric Non-Parametric

Assumptions Yes No

Central tendency value Mean Value Median Value

Correlation Pearson Spearman

Probabilistic 

distribution
Normal Arbitrary

Population Knowledge Requires Does not require

Used for Interval Data Nominal Data

Applicability Variables Attributes & Variables

Examples z-test, t-test, etc.
Kruskal-Wallis, Mann-

Whitney



S. No. Parametric Non-Parametric

1.

It can be used on ordinal and 

nominal scale data (although also 

on interval and ration scale).

Used mainly on interval and ratio 

scale data.

2. It can be used on small samples. Tend to need larger samples.

3.
It can be used on data that are not 

normally distributed.

Data should fit a particular 

distribution; the data can be 

transformed to that distribution.

4.
It can be used where the samples 

are not selected randomly.

Samples should be drawn 

randomly from the population.

5.
Have less power than the 

equivalent parametric test.

More powerful than non-

parametric equivalent.



 The key difference between parametric and nonparametric test is

that the parametric test relies on statistical distributions in data

whereas nonparametric do not depend on any distribution. Non-

parametric does not make any assumptions and measures the

central tendency with the median value. Some examples of Non-

parametric tests includes Mann-Whitney, Kruskal-Wallis, etc.

 Parametric is a statistical test which assumes parameters and the

distributions about the population is known. It uses a mean value to

measure the central tendency. These tests are common, and

therefore the process of performing research is simple.

 Note: Nonparametric test do not depend on any distribution, hence it is a

kind of robust test and have broader range of situations.

 Parametric test is completely dependent on statistical data and have more

chances of accuracy.

 For parametric mean value is taken and for non-parametric test median

value is taken into consideration.

 T-test and Z-test are the examples of parametric test, in statistics.

 Kruskal-Wallis and Mann-Whitney are the examples of Non Parametric Test.



 Parametric Test Definition

 In Statistics, a parametric test is a kind of the hypothesis test which gives

generalizations for generating records regarding the mean of the

primary/original population. The t-test is carried out based on the students

t-statistic, which is often used in that value.

 The t-statistic test holds on the underlying hypothesis which includes the

normal distribution of a variable. In this case, the mean is known, or it is

considered to be known. For finding the sample from the population,

population variance is identified. It is hypothesized that the variables of

concern in the population are estimated on an interval scale.

 Non-Parametric Test Definition

 The non-parametric test does not require any population distribution,

which is meant by distinct parameters. It is also a kind of hypothesis test,

which is not based on the underlying hypothesis.

 In the case of the non-parametric test, the test is based on the differences

in the median. So, this kind of test is also called a distribution-free test.

The test variables are determined on the nominal or ordinal level. If the

independent variables are non-metric, the non-parametric test is usually

performed.









 A chi-squared test is basically a data analysis on the basis of

observations of a random set of variables.

 Usually, it’s a comparison of two statistical data sets. It is also

represented as X2 test.

 This test was introduced by Karl Pearson in 1900 for categorical

data analysis and distribution. So it was mentioned as Pearson’s

chi-squared test.

 With the assumption of the null hypothesis as true, this test is used

to estimate how likely the observations that are made would be.

 A hypothesis is a consideration, that a given condition or statement

might be true, which we can test afterwards.

 Chi-squared tests are usually created from a sum of squared

falsities or errors else via the sample variance.



 When we consider, the null speculation as true, the sampling

distribution of the test statistic is called as chi-squared distribution.

 The chi-squared test helps to determine whether there is a notable

difference between the normal frequencies and the observed

frequencies in one or more classes or categories. It gives the

probability of independent variables.

 Note: Chi-squared test is applicable only for categorical data, such

as men and women falling under the categories of Gender, Age,

Height, etc.

 Probability is all about chance or risk or uncertainty. It is the

possibility of the outcome of the sample or the occurrence of an

event. But when we talk about statistics, it is more about how we

handle various data using different techniques.

 It helps to represent complicated data or bulk data in a very easy

and understandable way. It describes the collection, analysis,

interpretation, presentation, and organization of data. The concept

of both probability and statistics is related to the chi-squared test.



 Chi-Square Test of Independence

 The chi-square test of independence also known as the chi-square test of

association which is used to determine the association between the

categorical variables. It is considered as a non-parametric test. It is mostly

used to test statistical independence. The chi-square test of independence is

not appropriate when the categorical variables represent the pre-test and post-

test observations. For this test, the data must meet the following

requirements:

 Two categorical variables.

 Relatively large sample size.

 Categories of variables (two or more).

Independence of observations.



Advantages and Disadvantages of Non-Parametric Test

The advantages of the non-parametric test are:

Easily understandable.

Short calculations.

Assumption of distribution is not required.

Applicable to all types of data.

Disadvantages of the non-parametric test are:

Less efficient as compared to parametric test.

The results may or may not provide an accurate answer because they are

distribution free.

Applications of Non-Parametric Test are:

The conditions when non-parametric tests are used are listed below:

When parametric tests are not satisfied.

When testing the hypothesis, it does not have any distribution.

For quick data analysis.

When unscaled data is available.



 Multivariate data analysis is a set of statistical models that examine

patterns in multidimensional data by considering, at once,

several data variables.

 As multivariate models consider more variables, they can examine

more complex phenomena and find data patterns that more

accurately represent the real world.

 Example: A researcher has collected data on three psychological

variables, four academic variables (standardized test scores), and

the type of educational program the student is in for 600 high

school students. A doctor has collected data on cholesterol, blood

pressure, and weight.

 Multivariate Techniques help determine the relationship between

different multiple variables in a quantifiable way.

 Through Multivariate Techniques one can determine how one

variable affects the other & finally what effects the variables will

have on the final outcome.



 There are many techniques of Multivariate Analysis starting with quality

of the data to structural equation modeling, each one of the techniques has

its own purpose, and are used depending on the data and the type of

outcome realized by the data analyst. These techniques provide statistical

data given a specific data set but requires caution when interpreting and

putting them to use remember as I always say people do the most

important part than what technology does for us.

 The techniques are as follows:

 Multiple Regression Analysis

 Discriminated Analysis

 Multivariate Analysis of Variance (MANOVA)

 Factor Analysis

 Cluster Analysis

 Canonical Correlation

 Classification Analysis

 Principal Component Analysis



 Multivariate analysis is an ever-expanding set of techniques for

data analysis.

 More established techniques:

 Principal component and common factor analysis.

 Multiple regression and multiple correlation.

 Multiple discriminated analysis.

 Multivariate analysis of variance and covariance.

 Conjoint analysis.

 Canonical correlation

 Cluster analysis.

 Multidimensional scaling.

 Emerging Techniques:

 Correspondence analysis.

 Linear probability models.

 Structural equation modeling.





 Data reduction or structural simplification: The phenomenon being

studied is represented as simply as possible without sacrificing

valuable information. It is hoped that this will make interpretation

easier.

 Sorting and Grouping: Groups of “ similar “ objects or variables are

created, based upon measured characteristics. Alternatively, rules for

classifying objects into well-defined groups may be required.

 Investigation of dependence among variables: The nature of the

relationships among variables is of interest. Are all the variables

mutually independent or are one or more variables dependent on the

others? If so, how?

 Prediction: Relationships between variables must be determined for

the purpose of predicting the values of one or more variables on the

basis of observations on the other variables.

 Hypothesis construction and testing: Specific statistical hypotheses,

formulated in terms of the parameters of multivariate populations, are

tested, this may be done to validate assumptions or to reinforce prior

convictions.



 The variate (a linear combination of variables with weights)

 Measurement Scale

 Non-metric Measurement Scales

 Nominal and Ordinal scales

 Metric Measurement Scales

 Interval and ration scales

 Measurement Error and multivariate measurement

 Validity and reliability

 Statistical Significance Versus Statistical Power

 Type I error (alpha)

 Type II error (beta)

 Power: Effect size, Alpha, Sample Size.





Study Objectives Types of Variables
Analytic

Procedures

To  Describe

One Variable 

(Neither 

independent or 

dependent)

Univariate

To  Compare

One independent 

and one dependent 

variable.

Bi-variate

To Analyze the 

relative importance

Two or more 

independent / 

control variables 

and one dependent 

variable

Multivariate



 Univariate Analysis: In univariate analysis, one variable is analyzed at

a time.

 Bivariate Analysis: In bivariate analysis two variables are analyzed

together and examined for any possible association between them.

 Multivariate Analysis: In multivariate analysis, the concern is to

analyze more than two variables at a time.

 The type of statistical techniques used for analyzing univariate and

bivariate data depends upon the level of measurements of the

questions pertaining to those variables.

 Further, the data analysis could be of two types, namely, descriptive

and inferential.



 Cross Correlations: An important exploratory tool for

modeling multivariate time series is the cross correlation

function (CCF) . The CCF generalizes the ACF to the

multivariate case. Thus, its main purpose is t find linear

dynamic relationships in time series data that have been

generated from stationary processes.

 Single-equation models: Two types of so-called single-

equation models can be considered for multivariate

forecasting: regression models and transfer-function models.

 Vector auto regressions and VARMA models

 Co-integration: Although VAR modeling traditionally

assumes stationary of all series, it is not generally

recommended to difference non-stationary components

individually, as such a step may destroy important dynamic

information.





 Multivariate Analysis of Variance (MNOVA)

 Discriminant Function Analysis (DFA)

 Principal Components Analysis (PCA)

 Factor Analysis

 Cluster Analysis

 Canonical Correlation Analysis

 Multidimensional Scaling

 Conjoint Analysis

 Multiple Regression Analysis





S.

No.
Types of Analysis Types of Variable/Test Used Purpose

1. Univariate

Continuous: Mean, 

Median, Standard 

Deviation, Histogram

Outcome Variable: To assess 

normal distribution.

Exposure Variable: To examine 

distribution, missing variables, 

etc.

2. Univariate

Categorical:

Frequency 

Distribution.

Outcome Variable: To assess  

frequency.

Exposure Variables: To assess 

frequency (are there enough 

observations in each category? ), 

missing variables.

3.
Bivariate: For 

Exposure Groups

Continuous: t-test 

between exposure 

groups.

Categorical: Chi-

square test.

To assess differences between 

groups prior to analysis.

To look for possible confounding 

relationships.



S.

No.
Types of Analysis

Types of Variable/Test 

Used
Purpose

4.
Bivariate for 

outcome groups

Continuous: t-test

Categorical: Odds 

ratio.

To look for significant differences 

in the outcome variable by 

exposure variables ‘Crude’ 

analysis.

5.

Multivariate: for 

continuous 

variables

Linear regression 

analysis

To examine the relationship 

between all the exposure 

variables and the outcome 

variable controlling for all the 

variables in the model High r2 

Desired.

6.

Multivariate for 

binary (yes/no) 

outcomes

Logistic regression 

analysis

To examine the relationship 

between all the exposure 

variables and the outcome 

variable controlling for all the 

variables in the model ‘Adjusted’ 

analysis.

























































































































 Decision-making may be described as the process of selecting a

course of action from several alternatives so that desired result may

be accomplished.

 The purpose of decision-making is to direct human behaviour and

commitment towards a future goal.

 Decision making is the process of making choices by identifying

a decision, gathering information, and assessing alternative

resolutions.

 Using a step-by-step decision-making process can help you make

more deliberate, thoughtful decisions by organizing relevant

information and defining alternatives.

 Decisions play important roles as they determine both

organizational and managerial activities. Decision making process

is continuous and indispensable component of managing any

organization or business activities.

 Decisions are made to sustain the activities of all business activities

and organizational functioning.



 According to George R. Terry: Decision making is the selection

based on some criteria from two or more possible alternatives.

 According to Earnest Dale: Entrepreneurial decisions are those

decisions, which are always made in the course of one of the true

entrepreneurship activities: Planning, Organizing, Staffing,

Directing, Controlling, Innovation and Representation.



 Selection of the best alternative: Decision making is the process of

selecting the best alternative among the various alternatives

available for the solution of a given problem.

 Rational Selection: Rational selection means selection that is

balanced, objective and unbiased, based on sound judgement and

logical analysis, comparison and evaluation. Only, such a course

can lead to the choice of the best solution out of a variety of

possible solutions.

 Responsibilities of Entrepreneur: All major decisions are

responsibility of the entrepreneur for smooth functioning of

enterprise.

 Decision are Means: The process of entrepreneurship aims at

achieving pre-determined objectives and decisions are an important

means of doing so but they are not the end. The end is to achieve

the objectives through the process of decision making the

objectives through the process of decision making and not only to

decide and sit



 Risk and Uncertainty: It is very difficult to forecast the outcome of

future activities with complete accuracy. Therefore, decision

making involves an element of risk and uncertainty. A wrong

decision can lead the whole enterprise unit to losses and even

closure.

 Decision may be positive or negative: A decision can be both positive

and negative. What is right or wrong in doing or not doing,

depends upon the situations and conditions of the event.

 Involves commitment: A decision reflects the commitment of a

person who takes the decision. The person taking the decision is

committed to implement it and to prepare the whole network of

plans according to the decision making.

 Time and Psychological Factors: Time is an important dimension of

decision making. The psychological factors like intelligence,

experience, habits, temperament, etc. have also impact on the

decisions taken by entrepreneur.



 Future Course of Action: Decisions are made for future course of

action based on the basis of past experience and present conditions.

 Continuous Process: Decision making is a continuous and regular

process because an entrepreneur is required to take decisions

continuously for different activities.

 Communication: The process of decision making is completed only

when the decision are properly communicated in time to all those

who are affected by the decision or who are to implement them.

 Flexible: Decision making process is flexible, changeable and

dynamic in nature. The techniques used for making decisions vary

with the types of problems involved. Thus, it changes with the

change of situation.





 Step 1: Identify the decision - You realize that you need to make a

decision. Try to clearly define the nature of the decision you must

make. This first step is very important.

 Step 2: Gather relevant information - Collect some pertinent

information before you make your decision: what information is

needed, the best sources of information, and how to get it. This step

involves both internal and external “work.”

 Some information is internal: you’ll seek it through a process of

self-assessment. Other information is external: you’ll find it online,

in books, from other people, and from other sources.

 Step 3: Identify the alternatives - As you collect information, you

will probably identify several possible paths of action, or

alternatives.

 You can also use your imagination and additional information to

construct new alternatives. In this step, you will list all possible and

desirable alternatives.



 Step 4: Weigh the evidence - Draw on your information and

emotions to imagine what it would be like if you carried out each

of the alternatives to the end.

 Evaluate whether the need identified in Step 1 would be met or

resolved through the use of each alternative.

 As you go through this difficult internal process, you’ll begin to

favor certain alternatives: those that seem to have a higher potential

for reaching your goal.

 Finally, place the alternatives in a priority order, based upon your

own value system.

 Step 5: Choose among alternatives - Once you have weighed all the

evidence, you are ready to select the alternative that seems to be

best one for you.

 You may even choose a combination of alternatives. Your choice in

Step 5 may very likely be the same or similar to the alternative you

placed at the top of your list at the end of Step 4.



 Step 6: Take action - You’re now ready to take some positive action

by beginning to implement the alternative you chose in Step 5.

 Step 7: Review your decision & its consequences - In this final step,

consider the results of your decision and evaluate whether or not it

has resolved the need you identified in Step 1.

 If the decision has not met the identified need, you may want to

repeat certain steps of the process to make a new decision.

 For example, you might want to gather more detailed or somewhat

different information or explore additional alternatives.



 Heart of Entrepreneurship: All goals, strategies, policies and programs

are determined through decisions. Therefore, the central pole of

entrepreneur is to make decisions which determine the future of enterprise.

 Pervasive Activity: Decision making is a pervasive activity. It exists in

every part and at every level of enterprise.

 Universal mark of an Entrepreneur: An entrepreneur is viewed as a

specialist in the art of decision making. He is responsible for making

decisions rather than doing the work personally. An entrepreneur is a man

who decides.

 Core of Planning: Decision making is the sole of planning. Planning is

deciding in advance what to do.

 Basis of effective control: Control is crucial to an enterprise’s success.

Through decision making, entrepreneurs constantly monitor process,

compare actual process with standards and tale corrective action in case

of any deviations.

 To face challenges: Entrepreneurs can face challenges of modern time

through good decisions. In the environment of turbulence, entrepreneurs

are forced to make more and more decision at a faster and faster pace.





 Strategic Decision : What ?

 Strategic decisions deals with the big picture of the business. The focus of

strategic decisions is typically external to the business and usually future

oriented. Strategic decision making creates the forward thrust in the

business.

 It includes decision about:

 What business are you in ?

 What is your Vision for the business ?

 What is your business identity ?

 What do you stand for ?

 Which direction is the business headed ?

 How will the business compete ?



 Tactical Decisions – How ?

 Tactical decisions involve the establishment of key initiatives to achieve

the overall strategy.

 Example: If you have decided to be the number 1 provider in your market

they you will develop tactics (e.g. implement a marketing system, increase

number of therapists) to achieve that outcome. In a small business you

may have 4 or 5 key tactics that you are going to use to achieve your

overall strategy.

 Again this layer of decision-making can sometimes be overlooked yet it is

the glue that creates a strong connection between your long-term vision

and your day-to-day activities. Tactical decision making is the domain of

‘mission’ statements.



 Advantages of Decision Making:

 Gives more information.

 Increase people’s participation.

 Provide more alternatives.

 Improves the degree of acceptance and commitment.

 Improves the quality of decisions.

 Helps in strengthening the organization.

 Disadvantages of Decision Making:

 Costly.

 Time-Consuming.

 Individual Domination.

 Ambiguous Responsibility.
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 The research design refers to the overall strategy that you choose to

integrate the different components of the study in a coherent and

logical way, thereby, ensuring you will effectively address

the research problem; it constitutes the blueprint for the collection,

measurement, and analysis of data.

 The design of a research topic explains the type

of research (experimental, survey, correlational, semi-experimental,

review) and also its sub-type (experimental

design, research problem, descriptive case-study). There are three

main types of research design: Data collection, measurement, and

analysis.

 The features of good research design is often characterized by

adjectives like flexible, appropriate, efficient, economical and so

on. Generally, the design which minimizes bias and maximizes the

reliability of the data collected and analyzed is considered a good

design.



 Identify Intended Learning Outcomes.

 Identify Research Questions.

 Develop Research Design.

 Select Sampling Frame.

 Select Appropriate Data Collection Methods.

 Construct Measurement Instruments.

 Select Appropriate Data Analysis Techniques.

 Consider Communication and Dissemination of Findings.



 Decisions regarding what, where, when, how much, by what means

concerning an inquiry or a research study constitute a research

design.

 A research design is the arrangement of conditions for collection

and analysis of data in a manner that aims to combine relevance to

the research purpose with economy in procedure.

 Research design have following parts:

 Sampling design

 Observational design

 Statistical design

 Operational design.



 Sampling Designs:

 Which deals with the methods of selecting items to be observed for

the study.

 Observational design:

 Which relates to the condition under which the observation are to

be made.

 Statistical Design:

 Which concern the question of the of How the information and data

gathered are to be analyzed ?

 Operational design:

 Which deals with techniques by which the procedures satisfied be

carried out.



 A research design appropriate for a particular

research problem, usually involves the consideration

of the following factors.

 The means of obtaining information.

 The availability and skills of the researcher and his

staff, if any.

 The objective of the problem to be studied.

 The nature of the problem to be studied.

 The availability of time and money for the research

work.



 A concept which can take on different quantitative values is
called a variable.

 A phenomena which can take on different qualitatively values
even in decimal value are called continues.

 Dependent and Independent Variables:

 If one variable is depend on another variable it is termed as a
dependent variable.

 The variable that is antecedent to the dependent variable is an
independent variable.

 Ex. Height is dependent on age.

 Extraneous Variables:

 That are not related to the purpose of the study but may effect
on the dependent variables are termed as the extraneous
variables.



 Suppose a researcher want to test the hypothesis that there is a

relationship between children gains in social studies

achievement and their self concept.

 In this case self-concept = independent variable.

 Social studies achievement = dependent variable.

 Intelligence may as well affect on the social achievement.

 But it is not related to the study undertaken by the researcher

so it is a Extraneous variable.

 Control: One important characteristic of a good research is to

minimize the influence or effect of extraneous variables . The

technical term ‘control’ is used when we design the study

minimizing the effect of extraneous independent variable



 When the dependent variable is not free from the influence of
extraneous variables the relationship between the depended
and independent variables is said to be confounded by an
extraneous variable.

 Research Hypothesis:

 When a prediction or a hypothesised relationship is to be tested by

scientific methods, it is termed as a research hypothesis.

 The Research Hypothesis is a predicative statement that relates an

independent variable to dependent variable.

 Experimental and Non-experimental Hypothesis Testing:

 Research in which the independent variable is manipulated is

termed as Experimental hypothesis testing research.

 Research in which the independent variable is not manipulated is

termed as non- Experimental hypothesis testing research.



 When a group is exposed to usual conditions, it is termed as a

control group.

 But when the group is exposed to be some special condition,

it is termed as Experimental group

 Treatments:

 The different conditions under which experimental and

control groups are put up usually referred to as treatment.

 Experiment:

 The process of examining the truth of a statistical hypothesis,

relating to some research problem, is known as an

Experiment.

 E.g.:- We can conduct an Experiment to examine the

usefulness of a certain newly developed drug.





 Conducted for of gaining better insight into a problem:

 Evaluate the feasibility of a research project

 Formulation of a statement

 Provide theoretical basis to a hypothesis

 Provide alternative approaches to a problem

 Establish possibilities for further research

 Used when researcher has only a vague idea about the problems
during the study.

 Helps in saving time and money.

 Ex:- An advertising company got an account for a new coffee
containing chicory, the company started the investigation process
with exploratory research in order to identify the situation.

 The researchers found that virtually no one had heard about
chicory.

 It wasn’t being used, and no-one seemed to know how to put it to
use. This resulted in the hypothesis that the advertising could depict
the chicory ingredient in whatever way the customer desired.



 Descriptive Research Study's are those studies which are
concerned with describing the characteristics of a particular
Individual , or a group.

 In diagnostic research study determine the frequency with
which some thing occur or is associated with something else.

 Formulating the objective of the study.

 Designing the method of data collection.

 Selecting Sample. (Size)

 Collecting the data.( Where and time)

 Processing and analyzing the data.

 Reporting the findings.

 A descriptive research design should clearly state the subject
of the study, object of the study, content of study, time and
place of conducting the study and method adopted to conduct
the study.



 Hypothesis-testing research studies known as experimental studies are those

researcher tests the hypothesis of casual relationship between variables.

 Cause and effect relationship between variable under study.

 Researcher attempts to maintain control and manipulate the variables that

affect the study.

 Steps in Experimental Research

 Identification and definition of the problem.

 Formulation of Hypothesis

 Developing experimental design

 Selecting the sample subjects

 Group or pair subjects

 Identify and control non experimental factors

 Construct validate an instrument to measure

 Determine place, time and duration of experiment

 Conduct the experiment

 Analyse the data and test the hypothesis

 Report the findings.



 Controlling Extraneous Variable

 Randomization

 Matching

 Statistical Control.

 Principles of Experimental Design

 Principle of Replication

 Principle of Randomization

 Principle of Local Control.







 They follow procedures of Experimental Design but do not 

include control group.  

 One Shot Case Study Researcher attempts to explain a 

consequence by an antecedent.

 One Group Pre-Test-Post –Test study.

 Static Group Design



 Pre Test Post Test with Control group Design – Study the

effects of variable on a carefully controlled sample.

 Post Test Only Control Group design.



 Solomon Four-Group Design







































































 Defining of a problem: The problem chosen for research
needs to be described clearly in operational terms to
make sure that researcher understands positively what
information he is searching for and what is strongly
related to the study.

 Data sources: Once the problem is chosen it is the
responsibility of the researcher to mention clearly the
different sources of data for example library, personal
documents, field work, a specific residential group, etc.

 Nature of Research: The research design needs to be
expressed with regards to the nature of study to be
carried out. The choice of the statistical, experimental or
comparative kind of study be made at this time so that
the subsequent stages in planning may have relevance to
the proposed problem.



 Objective of Study: Whether the design is aimed at theoretical

understanding or presupposes a welfare notion should be explicit at

this stage. The objective needs to be very clear in the mind of the

investigator as this will lead to the clarity of the design and proper

response from the participants.

 Social – Cultural Context: The study design needs to be set in the

social-cultural context. For instance, in a research of the fertility

rate in a people of ‘backward’ class the context of the so-called

backward class of people and the conceptual reference needs to be

clarified. Unless the meaning of the term is clearly defined there is

often a big deviation in the study since the term backward may

have religious, economic and political connotations.

 Temporal Context: The physical limit of the design also needs to

be known at this step that research linked to be hypothesis does

apply to specific social group only.



 Dimension: It is physically not possible to analyse the data

gathered from a big universe. Therefore, the selection of an

acceptable and representative sample is a by-word in any study.

Based on the dimension of the planned research such a sample of

the large people could be chosen to facilitate a practical design.

 Basis of Selection: Choosing a right sample is a very important and

critical step and this is done with the assistance of some mechanics

like drawing a random stratified, deliberate, double cluster or quota

sample etc. It will produce a scientifically valid sample in an

unbiased manner.

 Methods of Data Collection: Related to the research design an

appropriate method has to be followed for the collection of

necessary data. The relative advantage of observation, interview

and questionnaire, when studied collectively will help in the

selection of an ideal approach. Once the gathering of data is done,

analysis, coding and presentation of the report obviously follow.



 Research Context:

 One or several organizational contexts.

 Laboratory Vs. Field setting – depends on

 Goal of establishing nature of phenomenon (or process) that

exists in most contexts.

 Generalizability of Results.

 Control required of extraneous/nuisance variables.

 Nature of Sample Size:

 Random Vs Stratified

 Convenience Sample

 Students Vs Field based sample

 Size of Sample Determines:

 Generalizability of results.

 Ability to detect a true effect.



 Data Sources : Self Report

 Common Method Variance:

 Similar Response format.

 Consistency bias of participants.

 Unreliability of measures.

 Social desirability:

 Alternative methods to questionnaire (e.g.,

interviews, behavioral, archival).

 Multiple times of data collection.

 Alternative sources (Ex. Supervisor, Peer)

 Measure of individual’s susceptibility to social

desirability.



 Response shift bias

 Alpha = Real (condition) change.

 Beta = Change in frame of reference (change in

standards).

 Gamma = Change in meaning of construct /

variable.

 Data Sources: Alternatives

 Co-workers (e.g., subordinates, supervisors, peers).

 Archival

 Biological

 Trace

 Objective term



 The Chi-Square Test of Independence determines whether

there is an association between categorical variables (i.e.,

whether the variables are independent or related).

 It is a nonparametric test. This test is also known as: Chi-

Square Test of Association.

 A chi-square goodness of fit test determines if a sample data

matches a population.

 A chi-square test for independence compares two variables in

a contingency table to see if they are related.

 In a more general sense, it tests to see whether distributions of

categorical variables differ from each another.

 If the significance value that is p-value associated with chi-

square statistics is 0.002, there is very strong evidence of

rejecting the null hypothesis of no fit. It means good fit.





 Observations recorded and collected are

collected on random basis.

 All items in the sample must be independent.

 No group should contain very few items, say less

than 10.Some statisticians take this number as 5.

 But 10 is regarded as better by most statisticians.

 Total number of items should be large, say at

least 50.

 The χ2 distribution is not symmetrical and all the

values are positive. For each degrees of freedom

we have asymmetric curves.





 Test of Goodness of Fit.

 Test of Independence.



 It enables us to see how well does the assumed

theoretical distribution(such as Binomial

distribution, Poisson distribution or Normal

distribution) fit to the observed data.

 When the calculated value of χ2 is less than the

table value at certain level of significance, the fit

is considered to be good one and if the calculated

value is greater than the table value, the fit is not

considered to be good.



 χ2 test enables us to explain whether or not two
attributes are associated.

 Testing independence determines whether two or
more observations across two populations are
dependent on each other (that is, whether one
variable helps to estimate the other.

 If the calculated value is less than the table value at
certain level of significance for a given degree of
freedom, we conclude that null hypotheses stands
which means that two attributes are independent or
not associated.

 If calculated value is greater than the table value, we
reject the null hypotheses.



 Determine The Hypothesis

 Ho : The two variables are independent

 Ha : The two variables are associated :

 Select a random sample and record the observed

frequencies (O values) in each cell of the

contingency table and calculate the row, column,

and grand totals.

 Calculate Expected frequencies



 Calculate test statistic

 Determine Degrees of Freedom

 Using a level of significance α and df, find the
critical (table) value of x²α (see Appendix). This
value of x²α corresponds to an area in the right
tail of the distribution.



 The computed value of the Pearson chi-square

statistic is compared with the critical value to

determine if the computed value is improbable.

 The critical tabled values are based on sampling

distributions of the Pearson chi-square statistic.

 If calculated χ2 is greater than χ2 table value,

reject Ho.



 An “F Test” is a catch-all term for any test that

uses the F-distribution. In most cases, when

people talk about the F-Test, what they are

actually talking about is The F-Test to Compare

Two Variances. However, the f-statistic is used in

a variety of tests including regression analysis,

the chow test and the Scheffe test (a post-hoc

ANOVA test).

https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/anova/


 If you’re running an F Test, you should use Excel, SPSS, Minitab or some

other kind of technology to run the test. Why? Calculating the F test by

hand, including variances, is tedious and time-consuming. Therefore

you’ll probably make some errors along the way.

 If you’re running an F Test using technology (for example, an F Test two

sample for variances in Excel), the only steps you really need to do are

Step 1 and 4 (dealing with the null hypothesis). Technology will calculate

Steps 2 and 3 for you.

 State the null hypothesis and the alternative hypothesis.

 Calculate the F value. The F Value is calculated using the formula F =

(SSE1 – SSE2 / m) / SSE2 / n-k, where SSE = residual sum of squares, m =

number of restrictions and k = number of independent variables.

 Find the F Statistic (the critical value for this test). The F statistic formula

is: F Statistic = variance of the group means / mean of the within

group variances. You can find the F Statistic in the F – Table.

 Support or Reject null hypothesis.



 A Statistical F Test uses an F statistic to compare two variances, s1 and s2,

by dividing them. The result is always a positive number (because

variances are always positive). The equation for comparing two variances

with the f-test is: F = s2
1 / s2

2

 If the variances are equal, the ratio of the variances will equal 1. For

example, if you had two data sets with a sample 1 (variance of 10) and a

sample 2 (variance of 10), the ratio would be 10/10 = 1.

 You always test that the population variances are equal when running an F

Test. In other words, you always assume that the variances are equal to 1.

Therefore, your null hypothesis will always be that the variances are

equal.

https://www.statisticshowto.com/what-is-a-population/


 Several assumptions are made for the test. Your

population must be approximately normally

distributed (i.e. fit the shape of a bell curve) in order to use

the test. Plus, the samples must be independent events. In

addition, you’ll want to bear in mind a few important points:

 The larger variance should always go in the numerator (the

top number) to force the test into a right-tailed test. Right-

tailed tests are easier to calculate.

 For two tailed test, divide alpha by 2 before finding the

right critical value.

 If you are given standard deviations, they must be squared to

get the variances.

 If your degrees of freedom aren’t listed in the F Table, use the

larger critical value. This helps to avoid the possibility

of Type I Error.

https://www.statisticshowto.com/how-to-decide-if-a-hypothesis-test-is-a-left-tailed-test-or-a-right-tailed-test/


 H0 : σ1
2 = σ2

2

 H1 : σ1
2 ≠ σ2

2



 The difference between running a one or two tailed F test is that the alpha

level needs to be halved for two tailed F tests. For example, instead of

working at α = 0.05, you use α = 0.025; Instead of working at α = 0.01,

you use α = 0.005.

 With a two tailed F test, you just want to know if the variances are not

equal to each other. In notation: Ha = σ21 ≠ σ2 2

 Example problem: Conduct a two tailed F Test on the following samples:

Sample 1: Variance = 109.63, sample size = 41. Sample 2: Variance =

65.99, sample size = 21.

 Step 1: Write your hypothesis statements: Ho: No difference in variances.

Ha: Difference in variances.

 Step 2: Calculate your F critical value. Put the highest variance as the

numerator and the lowest variance as the denominator:

F Statistic = variance 1/ variance 2 = 109.63 / 65.99 = 1.66

 Step 3: Calculate the degree of freedom: The degrees of freedom in the

table will be the sample size -1, so: Sample 1 has 40 df (the numerator).

Sample 2 has 20 df (the denominator).



 Step 5: Find the critical F Value using the F Table. There are several
tables, so make sure you look in the alpha = .025 table. Critical F
(40,20) at alpha (0.025) = 2.287.

 Step 6: Compare your calculated value (Step 2) to your table value
(Step 5). If your calculated value is higher than the table value, you
can reject the null hypothesis:

 F calculated value: 1.66

 F value from table: 2.287.

 1.66 < .287.

 So we cannot reject the null hypothesis.





 Most users of statistics are familiar with the F-test for Variances. But there

is also a Chi-Square Test for the Variance. What's the difference?

 The F-test compares the Variances from 2 different Populations or

Processes. It basically divides one Variance by the other and uses the

appropriate F Distribution to determine whether there is a Statistically

Significant difference.

 If you're familiar with t-tests, the F-test is analogous to the 2-Sample t-

test. The F-test is a Parametric test. It requires that the data from both the

2 Samples each be roughly Normal.

 The following compare-and-contrast table may help clarify these

concepts:



 T – Test: (Parametric):

 Used to compare two groups means ex. Control Vs Experimental

Groups.

 Can only be used for two groups (not multiple).

 Assume the data to be have a normal distribution (bell-shaped curve).

 Similar standard deviation.

 Data must be measured values(ex. Height).

 Chi-Square Test: (Non-parametric):

 Can be used only on raw counts (no measurements).

 Sample size must be more than 20.

 Only used to compare an experimental result w/a theoretical outcome.

 It aims to test the null hypothesis of No Difference between data sets.







 Identify a research question from your professional life

or career specialization that can be addressed by a one-

way ANOVA.

 Indicate why a one-way ANOVA would be the

appropriate analysis for this research question.

 Describe the variables and their scale of measurement.

 Discuss the expected outcome.

 We can reject the null hypothesis that black men and

black women have identical earnings functions.

 Do we really need the interaction terms, or do we get the

same explanatory power by simply giving black women

a different intercept ?

 Let us test the null hypothesis that the interaction

coefficients are both 0.



 The t test tells you how significant the differences between

groups are; In other words it lets you know if those

differences (measured in means) could have happened by

chance.

 A very simple example: Let’s say you have a cold and you

try a naturopathic remedy. Your cold lasts a couple of days.

The next time you have a cold, you buy an over-the-counter

pharmaceutical and the cold lasts a week.

 You survey your friends and they all tell you that their colds

were of a shorter duration (an average of 3 days) when they

took the homeopathic remedy.

 What you really want to know is, are these results repeatable?

A t test can tell you by comparing the means of the two

groups and letting you know the probability of those results

happening by chance.



 Another example: Student’s T-tests can be used in real

life to compare averages. For example, a drug company

may want to test a new cancer drug to find out if it

improves life expectancy.

 In an experiment, there’s always a control group (a group

who are given a placebo, or “sugar pill”). The control

group may show an average life expectancy of +5 years,

while the group taking the new drug might have a life

expectancy of +6 years.

 It would seem that the drug might work. But it could be

due to a fluke.

 To test this, researchers would use a Student’s t-test to

find out if the results are repeatable for an entire

population.



 A t-test is a type of inferential statistic used

to determine if there is a significant difference

between the means of two groups, which may be

related in certain features. The t-test is one of

many tests used for the purpose of

hypothesis testing in statistics.

 There are three main types of t-test:

 An Independent Samples t-test compares the means 

for two groups.

 A Paired sample t-test compares means from the 

same group at different times (say, one year apart).

 A One sample t-test tests the mean of a single group 

against a known mean.







 The t-test allows you to say either "we can reject the null

hypothesis of equal means at the 0.05 level" or "we have

insufficient evidence to reject the null of equal means at the

0.05 level."

 A chi-square test allows you to say either "we can reject the

null hypothesis of no relationship at the 0.05 level" .

 The independent t-test formula is used to compare the means

of two independent groups.

 The independent samples t-test comes in two different forms:

the standard Student's t-test, which assumes that the variance

of the two groups are equal.

 P-Value in T-Test: Recall that probability equals the area under

the probability curve. The P-value is therefore the area under

a tn - 1 = t14 curve and to the right of the test statistic t* = 2.5. It

can be shown using statistical software that the P-value is

0.0127.



 Z-tests are statistical calculations that can be used to

compare population means to a sample's. T-tests

are calculations used to test a hypothesis, but they are most

useful when we need to determine if there is a statistically

significant difference between two independent sample

groups.

 A t-test is a statistical test that compares the means of two

samples. If you are studying one group, use a paired t-test to

compare the group mean over time or after an intervention,

or use a one-sample t-test to compare the group mean to a

standard value. If you are studying two groups, use a two-

sample t-test.

 The t-test is a method that determines whether two

populations are statistically different from each other,

whereas ANOVA determines whether three or more

populations are statistically different from each other.



 The t score is a ratio between the difference between two groups and the

difference within the groups. The larger the t score, the more difference

there is between groups.

 The smaller the t score, the more similarity there is between groups. A t

score of 3 means that the groups are three times as different from each

other as they are within each other. When you run a t test, the bigger the t-

value, the more likely it is that the results are repeatable.

 A large t-score tells you that the groups are different.

 A small t-score tells you that the groups are similar.

 T-Values and P-values

 How big is “big enough”? Every t-value has a p - value to go with it. A p-

value is the probability that the results from your sample data occurred by

chance. P-values are from 0% to 100%.

 They are usually written as a decimal. For example, a p value of 5% is

0.05. Low p-values are good; They indicate your data did not occur by

chance. For example, a p-value of .01 means there is only a 1%

probability that the results from an experiment happened by chance. In

most cases, a p-value of 0.05 (5%) is accepted to mean the data is valid.

https://www.statisticshowto.com/sample/


 A paired t test (also called a correlated pairs t-test, a paired samples t

test or dependent samples t test) is where you run a t test on dependent

samples. Dependent samples are essentially connected — they are tests on

the same person or thing. For example:

 Knee MRI costs at two different hospitals,

 Two tests on the same person before and after training,

 Two blood pressure measurements on the same person using different

equipment.

 Choose the paired t-test if you have two measurements on the same item,

person or thing. You should also choose this test if you have two items that

are being measured with a unique condition.

 For example, you might be measuring car safety performance in vehicle

research and testing and subject the cars to a series of crash tests.

Although the manufacturers are different, you might be subjecting them to

the same conditions.



 With a “regular” two sample t test, you’re comparing the

means for two different samples.

 For example, you might test two different groups of customer

service associates on a business-related test or testing students

from two universities on their English skills.

 If you take a random sample each group separately and they

have different conditions, your samples are independent and

you should run an independent sample t-test (also called

between-samples and unpaired-samples).

 The null hypothesis for the for the independent samples t-test

is μ1 = μ2. In other words, it assumes the means are equal.

 With the paired t test, the null hypothesis is that the pairwise

difference between the two tests is equal (H0: µd = 0).

 The difference between the two tests is very subtle; which one

you choose is based on your data collection method.

https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/mean-median-mode/


 The Chi-square test of association evaluates relationships between

categorical variables. Like any statistical hypothesis test, the Chi-

square test has both a null hypothesis and an alternative

hypothesis. Null hypothesis: There are no relationships between the

categorical variables.

 Advantages of the Chi-square include its robustness with respect to

distribution of the data, its ease of computation, the detailed

information that can be derived from the test, its use in studies for

which parametric assumptions cannot be met, and its flexibility in

handling data from both two group and multiple groups.

 A chi-square is only a nonparametric criterion. You can make

comparisons for each characteristic. You can also use

Factorial ANOVA. In Factorial ANOVA, you can investigate the

dependence of a quantitative characteristic (dependent variable) on

one or more qualitative characteristics (category predictors).





 Below is the formula for the two-sample t-test,
where:

 t is the t-statistic.

 x1 is the average NPS for men → 9.

 x2 is the average for women → 12.

 n1 is the number of men who provided a response to
the NPS question → say 20 men responded to the
survey.

 n2 is the number of women → 23 women responded.

 s1 is the standard deviation of the NPS for men →
say the calculated standard deviation is 12.48.

 s2 is the standard deviation of the NPS for women
→ the calculated standard deviation is 10.51.



 This formula must be used to determine degrees of freedom in two-sample
t-tests. The formulas for other types of test are included below.

 Determine critical value:

 According to this table, for a two-tailed test with an alpha level of 0.05 at
41 degrees of freedom, the critical value is 2.02. Note that most analysts
use a two-tailed test instead of a one-tailed test because it’s more
conservative.

 Compare absolute value of the t-statistic to critical value:

 Since the absolute value of the t-statistic is 0.86, which is not larger than 
the critical value of 2.02, then you can conclude that men do not give a 
significantly lower NPS ratings than women.







 A t - test is a hypothesis-testing procedure in
which the population variance is unknown; it
compares t scores from a sample to a comparison
distribution called a t distribution.

 Types of t – Test:

 One sample t-test - used when σ (population
standard deviation) is unknown.

 Independent measure t-test - compares the
means from 2 totally independent (uncorrelated)
groups.

 Dependent t-test - compares the means from 2
related groups.



 A one-sample t test is used to answer the
question: Does the sample mean (M) equal the
population mean (σ)?

 Additionally, a one-sample t test is used
when σ is unknown.

 Formula

 Symbols

 M = sample mean

 µ = population mean

 SEM = estimated standard error of the mean

 s = estimated population standard deviation

 n = total number of scores

 degrees of freedom (df) = n - 1




 In each of the following studies, a single

sample’s mean is being compared to a population

with a known mean but an unknown variance.

For each study, decide whether the result is

significant.



 An independent measures t – test compares the means
from 2 totally independent groups.

 Symbols

 M = sample mean

 SED = estimated standard error of the difference

 s2 = estimated population variance

 n = total number of scores

 degrees of freedom (df = dftotal) = (df1 + df2) = [(N1-
1)+(N2-1)]



 A communication researcher randomly assigned 82 volunteers to 1
of 2 experimental groups. Sixty-one were instructed to get their
news for a month only from television, and 21 were instructed to
get their news for a month only from the Internet. (Why the
researcher didn't assign equal numbers to the two conditions is a
mystery).

 After the month was up, all participants were tested on their
knowledge of several political issues. The researcher did not have
a prediction as to which news source would make people more
knowledgeable. That is, the researcher simply predicted that there
is some kind of difference. These were the results of the study:

 TV Group Internet Group

 M = 24 M = 26

 S2 = 4 S2 = 6

 Using the .01 level of confidence, what should the researcher 
conclude?





 The dependent measures t test is used to compare means from 

2 related groups.

 In order to be considered related, both groups must meet one

of the following criteria:

 the same people are in each group (i.e. pre/post, before/after).

 different people are in each group, but there is some sort of

relationship between them (i.e. couples in a relationship with

each other) the two groups are matched.







 An ANOVA test is a way to find out if survey or

experiment results are significant, in other words, they

help you to figure out if you need to reject the null

hypothesis or accept the alternative hypothesis.

 Examples of testing different groups:

 A group of psychiatric patients are trying three different

therapies: counseling, medication and biofeedback. You want

to see if one therapy is better than the others.

 A manufacturer has two different processes to make light

bulbs. They want to know if one process is better than the

other.

 Students from different colleges take the same exam. You

want to see if one college outperforms the other.



 One-way or two-way refers to the number of independent variables (IVs) in your
Analysis of Variance test.

 One-way has one independent variable (with 2 levels). For example: brand of
cereal,

 Two-way has two independent variables (it can have multiple levels). For
example: brand of cereal, calories.

 Groups or Levels:

 Groups or levels are different groups within the same independent
variable. In the above example, your levels for “brand of cereal” might be
Lucky Charms, Raisin Bran, Cornflakes — a total of three levels. Your
levels for “Calories” might be: sweetened, unsweetened — a total of two
levels.

 Let’s say you are studying if an alcoholic support group and individual counseling
combined is the most effective treatment for lowering alcohol consumption. You
might split the study participants into three groups or levels:

 Medication only,

 Medication and counseling,

 Counseling only.

 Your dependent variable would be the number of alcoholic beverages consumed
per day.

 If your groups or levels have a hierarchical structure (each level has unique
subgroups), then use a nested ANOVA for the analysis.



 A one way ANOVA is used to compare two means from two independent

(unrelated) groups using the F-distribution. The null hypothesis for the test

is that the two means are equal. Therefore, a significant result means that

the two means are unequal.

 Examples of when to use a one way ANOVA

 Situation 1: You have a group of individuals randomly split into smaller

groups and completing different tasks. For example, you might be

studying the effects of tea on weight loss and form three groups: green tea,

black tea, and no tea.

 Situation 2: Similar to situation 1, but in this case the individuals are split

into groups based on an attribute they possess. For example, you might be

studying leg strength of people according to weight. You could split

participants into weight categories (obese, overweight and normal) and

measure their leg strength on a weight machine.

 Limitations of the One Way ANOVA

 A one way ANOVA will tell you that at least two groups were different from each

other. But it won’t tell you which groups were different. If your test returns a

significant f-statistic, you may need to run an ad hoc test (like the least

significance different test) to tell you exactly which groups had a difference in

means.

https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/mean-median-mode/
https://www.statisticshowto.com/what-is-statistical-significance/




 A Two Way ANOVA is an extension of the One Way ANOVA. With a One

Way, you have one independent variable affecting a dependent variable.

With a Two Way ANOVA, there are two independents. Use a two way

ANOVA when you have one measurement variable (i.e. a qualitative

variable) and two nominal variables.

 In other words, if your experiment has a quantitative outcome and you

have two categorical explanatory variables, a two way ANOVA is

appropriate.

 For example, you might want to find out if there is an interaction between

income and gender for anxiety level at job interviews. The anxiety level is

the outcome, or the variable that can be measured. Gender and Income are

the two categorical variable. These categorical variables are also the

independent variables, which are called factors in a Two Way ANOVA.

 The factors can be split into levels. In the above example, income level

could be split into three levels: low, middle and high income. Gender

could be split into three levels: male, female, and transgender. Treatment

groups are all possible combinations of the factors. In this example there

would be 3 x 3 = 9 treatment groups.



 The multiple correlation coefficient generalizes the

standard coefficient of correlation. It is used in multiple regression

analysis to assess the quality of the prediction of the dependent

variable. It corresponds to the squared correlation between the

predicted and the actual values of the dependent variable.

 The multiple correlation coefficient for the kth variable with

respect to the other variables in R1 can be calculated by

the formula =SQRT(Rsquare (R1, k)).

 Correlation is primarily used to quickly and concisely summarize

the direction and strength of the relationships between a set of 2 or

more numeric variables.

 It measures the strength of association between the independent

(explanatory) variables and the dependent variable (the variable we

wish to forecast). Its value varies between 0 and 1; the higher

value, the stronger the association.

































 Regression takes a group of random variables, thought to be

predicting Y, and tries to find a mathematical relationship between

them. This relationship is typically in the form of a straight line

(linear regression) that best approximates all the individual data

points.

 Simple regression analysis uses a single x variable for each

dependent “y” variable. For example: (x1, Y1).

Multiple regression uses multiple “x” variables for each

independent variable: (x1)1, (x2)1, (x3)1, Y1).

 Regression analysis is a reliable method of identifying which

variables have impact on a topic of interest. The process of

performing a regression allows you to confidently determine which

factors matter most, which factors can be ignored, and how these

factors influence each other.

 These are often quantities, such as amounts and sizes. For example,

a house may be predicted to sell for a specific dollar value, perhaps

in the range of $100,000 to $200,000. A regression

problem requires the prediction of a quantity.





 It is one of the most widely known modeling technique. Linear

regression is usually among the first few topics which people pick

while learning predictive modeling. In this technique, the

dependent variable is continuous, independent variable(s) can

be continuous or discrete, and nature of regression line is linear.

 Linear Regression establishes a relationship between dependent

variable (Y) and one or more independent variables (X) using

a best fit straight line (also known as regression line).

 It is represented by an equation Y=a+b*X + e, where a is intercept,

b is slope of the line and e is error term. This equation can be used

to predict the value of target variable based on given

predictor variable(s).



 The difference between simple linear regression and multiple

linear regression is that, multiple linear regression has (>1)

independent variables, whereas simple linear regression has

only 1 independent variable. Now, the question is “How do

we obtain best fit line?”.



 Logistic regression is used to find the probability of event=Success

and event=Failure. We should use logistic regression when

the dependent variable is binary (0/ 1, True/ False, Yes/ No) in

nature. Here the value of Y ranges from 0 to 1 and it can

represented by following equation.

 Logistic regression is widely used for classification problems.

 Logistic regression doesn’t require linear relationship between

dependent and independent variables. It can handle various types

of relationships because it applies a non-linear log transformation

to the predicted odds ratio.

 To avoid over fitting and under fitting, we should include all

significant variables. A good approach to ensure this practice is to

use a step wise method to estimate the logistic regression.

 It requires large sample sizes because maximum likelihood

estimates are less powerful at low sample sizes than ordinary least

square.



 A regression equation is a polynomial regression

equation if the power of independent variable is more

than 1. The equation below represents a polynomial

equation:

 y=a+b*x^2

 While there might be a temptation to fit a higher degree

polynomial to get lower error, this can result in over-

fitting. Always plot the relationships to see the fit and

focus on making sure that the curve fits the nature of the

problem.

 Especially look out for curve towards the ends and see

whether those shapes and trends make sense. Higher

polynomials can end up producing wierd results on

extrapolation.















Particulars Correlation Regression

Meaning

Correlation is a statistical 

measure which determines a co-

relationship or association of two 

variables.

Regression descries how an 

independent variable (y).

Main Purpose

Correlation analysis lets 

experimenters know the 

association or the absence of the 

relationship between two 

variables under study; if the 

variables are correlated, it allows 

measuring the strength of their 

association.

Regression analysis helps 

determine a functional relationship 

between two variables so as to 

estimate the unknown variable with 

the help of known variable and 

make future projection on events.

Objective

To find a numerical value that 

expresses the relationship

between the variables.

To estimate the values of a random 

variable on the basis of the value of 

a fixed variable.

Usage

Regression the linear 

relationship between two 

variables.

Fits the best line and estimates one 

variable on the basis of another 

variable.

Continue….



Particulars Correlation Regression

Nature of 

Variables

The variables are not designated 

as dependent or independent.

One variable is dependent and 

another variable is independent.

Indicates

Correlation coefficient indicates 

the extent to which two 

variables move together.

Regression indicates the impact of 

a unit change in the known 

variable on the estimated variable.

Range
Correlation coefficients can 

range from -1.00 to +1.00.

In regression analysis, if  byx > 1, 

then bxy < 1

Exceptional 

Cases

Non-sense correlation may exist 

in the correlation analysis.

Non-sense regression does not 

exist in regression analysis.

Association

The correlation coefficient

measures the extent and 

direction of a linear association 

between two variables.

Linear regression allows 

experimenters to describe one 

variable as a linear function of 

another variable.

Relationship

Correlation is confined to the 

linear relationship between 

variables only.

Regression studies linear and non-

linear relationships.

Scope
Correlation analysis has limited 

applications.

Regression analysis has wider 

applications.



 In applied statistics, a partial regression plot attempts to show the
effect of adding another variable to a model that already has one or
more independent variables.

 Partial regression plots are also referred to as added variable plots,
adjusted variable plots, and individual coefficient plots.’

 Partial regression coefficients are the most important parameters of
the multiple regression model.

 They measure the expected change in the dependent variable
associated with a one unit change in an independent variable
holding the other independent variables constant.

 Partial effects distinguish between dummy variables and
continuous variables.

 For a dummy variable, the effect is computed as the difference in
the estimated probabilities with the dummy variable equal to one
and zero and other variables at their means. For continuous
variables, the effect is the derivative.







 Multiple regression is an extension of simple linear regression. It is

used when we want to predict the value of a variable based on the

value of two or more other variables.

 The variable we want to predict is called the dependent variable (or

sometimes, the outcome, target or criterion variable).

 For example, if you're doing a multiple regression to try to predict

blood pressure (the dependent variable) from independent variables

such as height, weight, age, and hours of exercise per week, you'd

also want to include sex as one of your independent variables.

 There must be a linear relationship between the outcome variable

and the independent variables.

 Scatter plots can show whether there is a linear or curvilinear

relationship. Multivariate Normality–Multiple regression assumes

that the residuals are normally distributed.

















 Factor analysis is a statistical method used to describe
variability among observed, correlated variables in terms of a
potentially lower number of unobserved variables
called factors.

 Factor analysis is a way to condense the data in many
variables into a just a few variables. For this reason, it is also
sometimes called “dimension reduction.”

 You can reduce the “dimensions” of your data into one or
more “super-variables.” The most common technique is
known as Principal Component Analysis (PCA).

 The relationship of each variable to the underlying factor is
expressed by the so-called factor loading. Here is
an example of the output of a simple factor analysis looking
at indicators of wealth, with just six variables and two
resulting factors.



 There are two types of factor analyses, exploratory and

confirmatory. Exploratory factor analysis (EFA) is method to

explore the underlying structure of a set of observed

variables, and is a crucial step in the scale

development process. The first step in EFA is factor

extraction.

 Minimum Sample Size Recommendations for

Conducting Factor Analyses. There is no shortage of

recommendations regarding the appropriate sample size to

use when conducting a factor analysis. Suggested minimums

for sample size include from 3 to 20 times the number of

variables and absolute ranges from 100 to over 1,000.

 As a data analyst, the goal of a factor analysis is to reduce the

number of variables to explain and to interpret the results.

This can be accomplished in two steps: factor extraction.



 To identify underlying dimensions called factors,

that explain the correlations among a set of variables.

 Lifestyle statements may be used to measure the

psychographic profile of consumers.

 To identify a new, smaller set of uncorrelated

variables for subsequent analysis such as Regression

of Discriminant analysis.

 Psychographic factors may be used as independent

variables explain the difference between loyal and

non loyal customers.



 Exploratory Factor Analysis

 Summarizing data by grouping correlated variables.

 Investigating sets of measured variables related to

theoretical constructs.

 Usually done near the onset of research.

 Confirmatory Factor Analysis

 More advanced technique.

 When factor structure is known or at least theorized.

 Testing generalization of factor structure to new data, etc.



 Models are usually based on linear relationships.

 Models assume that the data collected are interval scaled.

 Multi-collinearity in the data is desirable because the objective is to

identify interrelated set of variables.

 The data should be amenable for factor analysis. It should not be

such that a variable is only correlated with itself and no correlation

exists with any other variables. This is like an identity matrix.

Factor analysis cannot be done on such data.











 Computer is an essential tool for research, whether for academic

purpose or for commercial purpose. Computers play a

major role today in every field of scientific research from genetic

engineering to astrophysics research. Various programs and

applications have eased our way into computing

our research process.

 Social science research provides authentic information to the

people that are scientifically proven so that end users can rely upon

it. It also helps us in finding the solutions to

different social problems.

 Computer can be used for, deciding population sample,

questionnaire designing and data collection. These are different

internet sites which help to design questionnaire. Several

softwares can be used to calculate the sample size. It makes

pilot study of the research possible.



 Scientists, engineers and researches alike are able to compile vast

amounts of data and leave it to the computer to work through the data

while focusing on another area of the research project. This creates

research results with fewer errors and better-engineered products.

 Computers have revolutionized the teaching profession in multiple

ways. Teachers use computers to record grades, calculate averages,

manage attendance and access data on student performance in online

programs and assessments. Computers have also made it easier for

teachers to vary their instructional delivery.

 Computer have always assisted to solve the problems faced by the

mankind since the time of invention, the size of the computers have

drastically reduced from that of a room to that can be accommodated

in a human palm. The word computer means something which

computes or a machine for performing calculations automatically, but,

today computer means not merely a calculator. It does vast variety of

jobs with tremendous speed and efficiency.



 The importance of computers in scientific research is exceptionally

high and the use of a computer can help scientific research

immensely, and is an almost invaluable tool. There are many

reasons why computers are so important in scientific research and

here are some of the main reasons:

 SPEED: computer can process numbers and information in a very

short time. So researcher can process and analyze data quickly. By

saving time researcher can conduct further research. A calculation

that may take a person several hours to process will take computer

mere minutes, if not seconds.

 ACCURACY: Computer is incredibly accurate. Accuracy is very

much important in scientific research. Wrong calculation could

result an entire research or project being filled with incorrect

information.



 ORGANIZATION: We can store millions of pages of information by using

simple folders, word processors & computer programs. Computer is more

productive & safer than using a paper filing system in which anything can

be easily misplaced.

 CONSISTENCY: computer cannot make mistakes through “tiredness” or

lack of concentration like human being. This characteristic makes it

exceptionally important in scientific research.

 Research process consists of series of actions or steps necessary to

effectively carry out research and the desired sequencing of these steps.

The following order concerning various steps provides a useful procedural

guideline regarding the research process: (1) formulating the research

problem; (2) extensive literature survey; (3) developing the hypothesis; (4)

preparing the research design; (5) determining sample design; (6)

collecting the data; (7) execution of the project; (8) analysis of data; (9)

hypothesis testing; (10) generalisations and interpretation, and (11)

preparation of the report or presentation of the results, i.e., formal write-up

of conclusions reached.



 Conceptual phase

 Design and planning phase

 Data collection phase

 Data Analysis phase and

 Research Publication phase

 Role of Computer in Conceptual Phase: The conceptual phase

consists of formulation of research problem, extensive literature

survey, theoretical frame work and developing the hypothesis.

 Use of computers in extensive literature review: computers help

for searching the literatures (for review of literature) and

bibliographic reference stored in the electronic database of the

world wide webs. It can thus be used for storing relevant published

articles to the retrieved whenever needed. This has the advantage

over searching the literatures in the form of books, journals and

other newsletters at the libraries which consume considerable

amount of time and effort.



 This phase consists of research design preparation and determining

sample design. Design and planning phase also consists of

population, research variables, sampling plan, reviewing research

plan and pilot study. Role of Computers for Sample Size

Calculation: Several software’s are available to calculate the

sample size required for a proposed study. The standard deviation

of the data from the pilot study is required for the sample size

calculation.

 Role of Computers in Data collection phase: This Empirical

phase consists of collecting and preparing the data for analysis: In

research studies, the preparation and inputting data is the most

labor-intensive and time consuming aspect of the work. Typically

the data will be initially recorded on a questionnaire or record for

suitable for its acceptance by the computer. To do this the

researcher in conjunction with the statistician and the programmer,

will convert the data into Microsoft word file or excel spreadsheet

or any statistical software data file. These data can be directly

opened with statistical software’s for analysis.



 This phase consist of the analysis of data, hypothesis testing and

generalizations and interpretation. Data analysis phase mainly

consist of statistical analysis of the data and interpretation of

results.

 Data analysis: many software’s are now available to perform the

mathematical part of the research process i.e. the calculations using

various statistical methods.

 Software like SPSS and spreadsheets are the widely used. They can

be like calculating the sample size for a proposed study, hypothesis

testing and calculating the power of the study.

 Familiarity with any one package will suffice to carry out the most

intricate statistical analysis. Computers are useful not only for

statistical analysis, but also to monitor the accuracy and

completeness of the data as they are collected. These software’s

also display the results in graphical char or graph form.



 This phase consists of preparation of the report or

presentation of the results, i.e., formal write-up of

conclusions reached. This is the research publication

phase.

 The research article, research paper, research thesis or

research dissertation is typed in word processing

software and converted to portable data format (PDF)

and stored and/or published in the world wide web.

 Online sites are available through we can convert our

word file into any format like html, pdf etc. Various

online applications are also available for this purpose.

Even we can prepare our document using online word

processing software and can store/edit/access it from

anywhere using internet.



 There are various computer applications used in scientific research. Some

of the most important applications used in scientific research are data

storage, data analysis, scientific simulations, instrumentation control and

knowledge sharing.

 Data Storage: Experimentation is the basis of scientific research. Every

experiment in any of the natural sciences generates a lot of data that needs

to be stored and analyzed to derive important conclusions, to validate or

disprove hypotheses. Computers attached with experimental apparatuses,

directly record data as it's generated and subject it to analysis through

specially designed software. Data storage is possible in SPSS data file,

lotus spreadsheet, excel spreadsheet, ASCII/DOS text file etc.

 Data Analysis: Analyzing tons of statistical data is made possible using

specially designed algorithms that are implemented by computers. This

makes the extremely time-consuming job of data analysis to be a matter of

a few minutes. In genetic engineering, computers have made the

sequencing of the entire human genome possible. Data from different

sources can be stored and accessed via computer networks set up in

research labs, which makes collaboration simpler.



 Scientific Simulations: One of the prime uses of computers in pure

science and engineering projects is the running of simulations. A

simulation is a mathematical modeling of a problem and a virtual study of

its possible solutions. Problems which do not yield themselves to

experimentation can be studied through simulations carried out on

computers. For example, astrophysicists carry out structure formation

simulations, which are aimed at studying how large-scale structures like

galaxies are formed. Space missions to the Moon, satellite launches and

interplanetary missions are first simulated on computers to determine the

best path that can be taken by the launch vehicle and spacecraft to reach

its destination safely.

 Instrumentation Control: Most advanced scientific instruments come

with their own on-board computer, which can be programmed to execute

various functions. For example, the Hubble Space Craft has its own

onboard computer system which is remotely programmed to probe the

deep space. Instrumentation control is one of the most important

applications of computers.



 Statistical Analysis Tool: SPSS is the most popular tool for statisticians.

SPSS stands for Statistical Package for Social Sciences. The latest version

of SPSS is IBM SPSS STATISTICS 20 (purchased by IBM after version

19). It provides all analysis facilities like following and many more.

 Provides Data view & variable view

 Measures of central tendency & dispersion

 Statistical inference

 Correlation & Regression analysis

 Analysis of variance

 Non parametric test

 Hypothesis tests: T-test, chi-square, z-test, ANOVA, Bipartite variable

 Multivariate data analysis

 Frequency distribution

 Data exposition by using various graphs like line, scatter, bar, ogive,

histogram, pie chart



 Database is an organized collection of information. A DBMS is a

software designed to manage a database.

 Various Desktop Databases are Microsoft Access, Paradox, Dbase

or DbaseIII+, FoxBase, Foxpro/ Visual Foxpro, FileMaker Pro.

 Commercial Database Servers that supports multiuser are Oracle,

Ms-SQL Server, Sybase, Ingres, Informix, DB2 UDB (IBM),

Unify, Integral, etc.

 Open source Database packages are MySQL, PostgreSQL, Firebird

etc.

 Browsers: A web browser is a software application which enables

a user to display and interact with text, images, videos, music,

games and other information typically located on a Web page at a

website on the World Wide Web or a local area network.

 Examples: Microsoft Internet explorer, Mozilla firefox, Opera,

Netscape navigator, Chrome (google browser), Safari.





 During your studies you may be required to research a particular area and
particular area and produce a report.

 For instance, depending on your area of study, you might be asked to write
a report on the performance characteristics of an aircraft engine, the
classroom management practices of a teacher, the cost benefits of using a
particular type of software in a company, etc.

 Some of the reasons we write reports are to:

 Inform

 Make proposals or recommendation for change.

 Analyze and solve problems.

 Present the findings of an investigation or project.

 Record progress.

 Your lecturer will usually provide you with the following information:

 The topic or subject of the report.

 The required length and due date.

 A clear idea of its purpose and who will read it.

 The format headings to be used and their order.



 Although, there is no set report writing format, however, there
are general sections that should be included.

 Unlike essays, reports are written in sections with headings and
sub-headings, which are usually numbered.

 There are numerous possible formats available for writing a
report, and it mostly depends on the context of topic.

 Below Given are the components of a report:

 Title Page: It should include the title, your name and the name
of the tutor to whom it is being submitted, date of submission,
your course/department. The logo of the organization should
also be printed.

 Acknowledgements: A list of people and organizations who
have helped you in the compilation of report and other related
work.

 Content Page: A clear, well-formatted list of all the sections
and sub-sections of the report. Page numbers should be marked
correctly.



 Abstract: A summary of the major points, conclusions, and
recommendations should be written to give a general overview of
report.

 Introduction: The first page of the report needs to have an
introduction. You will explain the problem and show the reader
why the report is being made.

 Body: This is the main section of the report. There needs to be
several sections, with each having a subtitle. The various sections
include Review of Literature, Materials and Methods and Results.
A discussion section can also be included at the end of the body to
go over by findings and their significance.

 Conclusion: A conclusion should draw out the implications of your
findings, with deductions based on the facts described in your main
body. The significance and relevance of study is discussed in this
section.

 References: This is a list giving the full details of all the sources
to which you have made references within your text.











































 The purpose of research report is to convey the interested persons
the whole result of study in sufficient detail and to determine
himself the validity of the conclusions.

 The research purpose is a statement of "why" the study is being
conducted, or the goal of the study. The goal of a study might be to
identify or describe a concept or to explain or predict a situation or
solution to a situation that indicates the type of study to be
conducted.

 Strengthen Your Credibility and Reputation. By using objective
analysis to make decisions, you will not only develop better
business strategies, you will also improve your own professional
reputation in the field and help others to have more confidence in
your conclusions.

 Complete and Compact Document : Report is a complete and
compact written document giving updated information about a
specific problem. Systematic Presentation of Facts : Report is a
systematic presentation of facts, figures, conclusions and
recommendations.



 Based on Purpose

 Basic Research / Pure or Fundamental Research: To develop new

ways of thinking, theories, principles and ideas.

 Applied Research: To apply research or past theories, knowledge

and methods for solving an existing problems.

 Evaluation Research: To facilitate decision making regarding the

relative worth of 2 or more actions.

 Research & Development: To develop effective products

demanded by the existing clients.

 Action Research: To solve problems through application of

scientific method.



 Based on Method

 Historical Research: Involves studying, understanding &

explaining past events.

 Descriptive Research: Collecting data in order to test or answer

questions concerning current subject of the study (Survey,

Development Studies, Fellow up).

 Co relational Research: Determines whether and to what degree,

a relationship exists between 2 or more quantifiable variables.

 Casual-Comparative & Experimental Research: Establishes causes

& effect relationships, cause already occurred.

 Based on Approach

 Qualitative Research: Exploration, description, generation &

construction of theories using qualitative data.

 Quantitative Research: Testing theories & hypothesis using

qualitative data to see if they are confirmed or not.



 To explore a new topic/issue in order to learn about it.To

satisfy the researcher’s curiosity and desire for better

understanding, To test the feasibility of undertaking a more

extensive study. Addresses the "what" question: "what is

this phenomena really about?" Experience surveys,

Secondary data analysis, Case studies, Pilot studies, Focus

groups or small group discussions Study on what stem cell

therapy is all about.

 Descriptive: To describe situations and events. To present a picture

of the specific details (or gather info) of a situation, social setting,

or relationship Focus on `who,' `what,' `when,' `where,' and `how'

but not why? Data, gathering techniques, surveys, field research,

content analysis Labor Force Surveys, Population Census,

(including race/ethnicity, age, sex, household size, income, etc.)

and Educational surveys.



 Explanatory: To know "why," to explain things, looks for causes and

reasons -Builds on exploratory and descriptive research and goes on to

identify the reasons for something that occurs.

 To extend a theory or principle to new areas, new issues, new topics.

 To provide evidence to support or refute an explanation or prediction.

 To test a theory's predictions or principle All of the above For example,

reporting the autism rates of different cities is descriptive.

 Identifying the variables that explain why some cities have higher autism

rates than others involves explanation.

 Likewise, reporting the frequency of school attendance is descriptive, but

reporting why some people attend school while others don’t is

explanatory.



 Write in a positive manner.

 Keep it short.

 Try to be original.

 Use simple language.

 Data should be accurate.

 Wherever possible use graphs, pictures.

 Have consistency of logic.

 Don’t repeat the same ideas.

 Detail the design of the study.

 Organize the material in major themes.

 Acknowledge the work of others through references or footnotes.

 The cover page should catch the attention.

 Heading, sub-headings should be clear.





 Fundamental criterion: Communication with the reader or readers.

 Writing Criteria

 Completeness: Whether the report provides all the information
readers need in a language they understand.

 Accuracy: Whether the reasoning in the report is logical and the
information correct.

 Clarity: Whether the phrasing in the report is precise.

 Conciseness: Whether the writing in the report is crisp and direct.

 The review of previous research.

 The problem and the purpose.

 The hypothesis.

 The method.

 The sample.

 Results and discussion.

 References.

 General comments about the report.



 Purpose should be clearly defined.

 Research process/procedure should be detailed.

 Research design should be thoroughly planned objectively.

 High ethical standards should be applied/report frankly.

 Limitations and Assumptions should be frankly revealed.

 Data, Analysis and Reliability.

 Findings should be presented unambiguously.

 Conclusions should be justified.

 Researcher’s experience and integrity should be reflected.

 Systematic.

 Logical.

 Empirical.

 Replicable.



 A key feature of reports is that they are formally structured in sections. The
use of sections makes it easy for the reader to jump straight to the information
they need.

 Unlike an essay which is written in a single narrative style from start to finish,
each section of a report has its own purpose and will need to be written in an
appropriate style to suit – for example, the methods and results sections are
mainly descriptive, whereas the discussion section needs to be analytical.

 Understanding the function of each section will help you to structure your
information and use the correct writing style. Reports for different briefs
require different sections, so always check carefully any instructions you've
been given.

 Title

 Abstract

 Introduction

 Literature Survey

 Methods

 Results

 Discussion

 Summary, Findings, Conclusion, Suggestions and Future Research.

 Bibliography.

 Appendices.



 Title:

 The title needs to concisely state the topic of the report.

It needs to be informative and descriptive so that

someone just reading the title will understand the main

issue of your report. You don’t need to include excessive

detail in your title but avoid being vague and too general.

 Abstract (Also called Summary or Executive Summary):

 This is the ‘shop window’ for your report. It is the first

(and sometimes the only) section to be read and should

be the last to be written. It should enable the reader to

make an informed decision about whether they want to

read the whole report. The length will depend on the

extent of the work reported but it is usually a paragraph

or two and always less than a page.



 A good way to write an abstract is to think of it as a series of brief

answers to questions. These would probably include:

 What is the purpose of the work?

 What methods did you use for your research?

 What were the main findings and conclusions reached as a

result of your research?

 Did your work lead you to make any recommendations for

future actions?

 What is the purpose of the work?

 What methods did you use for your research?

 What were the main findings and conclusions reached as a

result of your research?

 Did your work lead you to make any recommendations for

future actions?



 Introduction (Also called Background or Context):

 In this section you explain the rationale for undertaking the work reported
on, including what you have been asked (or chosen) to do, the reasons for
doing it and the background to the study.

 It should be written in an explanatory style. State what the report is about -
what is the question you are trying to answer? If it is a brief for a specific
reader (e.g. a feasibility report on a construction project for a client), say
who they are.

 Describe your starting point and the background to the subject, for
instance: what research has already been done (if you have been asked to
include a Literature Survey later in the report, you only need a brief
outline of previous research in the Introduction); what are the relevant
themes and issues; why are you being asked to investigate it now? Explain
how you are going to go about responding to the brief.

 If you are going to test a hypothesis in your research, include this at the
end of your introduction. Include a brief outline of your method of
enquiry. State the limits of your research and reasons for them, for
example; “Research will focus on native English speakers only, as a
proper consideration of the issues arising from speaking English as a
second language is beyond the scope of this project”.



 Literacy Survey (Also called Literature Review or Survey /

Review of Research):

 This is a survey of publications (books, journals, authoritative

websites, sometimes conference papers) reporting work that has

already been done on the topic of your report.

 It should only include studies that have direct relevance to your

research. A literature survey should be written like an essay in a

discursive style, with an introduction, main discussion grouped in

themes and a conclusion.

 Introduce your review by explaining how you went about finding

your materials, and any clear trends in research that have emerged.

Group your texts in themes.

 Write about each theme as a separate section, giving a critical

summary of each piece of work and showing its relevance to your

research. Conclude with how the review has informed your

research (things you’ll be building on, gaps you’ll be filling etc).



 Methods (Also called Methodology):

 You need to write your Methods section in such a way that a reader

could replicate the research you have done. There should be no

ambiguity here, so you need to write in a very factual informative

style.

 You need to state clearly how you carried out your investigation.

Explain why you chose this particular method (questionnaires,

focus group, experimental procedure etc), include techniques and

any equipment you used.

 If there were participants in your research, who were they? How

many? How were they selected? Write this section concisely but

thoroughly – go through what you did step by step, including

everything that is relevant. You know what you did, but could a

reader follow your description?



 Results (Also called Data or Findings):

 This section has only one job which is to present the findings

of your research as simply and clearly as possible.

 Use the format that will achieve this most effectively e.g. text,

graphs, tables or diagrams.

 When deciding on a graphical format to use, think about how

the data will look to the reader.

 Choose just one format - don’t repeat the same information in,

for instance, a graph and a table. Label your graphs and tables

clearly. Give each figure a title and describe in words what

the figure demonstrates.

 Writing in this section should be clear, factual and

informative. Save your interpretation of the results for the

Discussion section.



 Discussion:

 This is probably the longest section and worth spending time

on.

 It brings everything together, showing how your findings

respond to the brief you explained in your introduction and

the previous research you surveyed in your literature survey.

 It should be written in a discursive style, meaning you need to

discuss not only what your findings show but why they show

this, using evidence from previous research to back up your

explanations.

 This is also the place to mention if there were any problems

(for instance, if your results were different from expectations,

you couldn’t find important data, or you had to change your

method or participants) and how they were or could have

been solved.



 Conclusion:

 Your conclusions should be a short section with no new

arguments or evidence. Sum up the main points of your

research - how do they answer the original brief for the work

reported on?

 This section may also include:

 Recommendations for action

 Suggestions for further research



 References (Also called Reference List or Bibliography):

 List here full details for any works you have referred to in the report,
including books, journals, websites and other materials.

 You may also need to list works you have used in preparing your
report but have not explicitly referred to - check your instructions for
this and for the correct style of referencing to use.

 You can find information about how to reference more unusual
materials (television programmes, blogs etc) from various websites
including the Learn Higher website on referencing.

 If you're not sure, the rule is to be consistent and to give enough
details that a reader can find the same piece of information that you
used.

 Appendices:

 The appendices hold any additional information that may help the
reader but is not essential to the report’s main findings: anything that
'adds value'.

 That might include (for instance) interview questions, raw data or a
glossary of terms used. Label all appendices and refer to them where
appropriate in the main text (e.g. ‘See Appendix A for an example
questionnaire’).



 Methods and Data/Results: As a rough guide, the more factual the

section, the earlier you should write it. So sections describing ‘what you

did and what you found’ are likely to be written first.

 Introduction and Literature Survey: Sections that explain or expand on

the purpose of the research should be next. What questions are you

seeking to answer, how did they arise, why are they worth investigating?

These will help you to see how to interpret and analyse your findings.

 Discussion: Once you’ve established the questions your research is

seeking to answer, you will be able to see how your results contribute to

the answers and what kind of answers they point to. Write this early

enough that you still have time to fill any gaps you find.

 Conclusions and Recommendations: These should follow logically from

your Discussion. They should state your conclusions and

recommendations clearly and simply.

 Abstract/Executive Summary: Once the main body is finished you can

write a succinct and accurate summary of the main features.



 A bibliography is a list of all of the sources you have used (whether

referenced or not) in the process of researching your work. In general, a

bibliography should include:

 The authors' names.

 The titles of the works.

 The names and locations of the companies that published your copies

of the sources.

 The dates your copies were published.

 The page numbers of your sources (if they are part of multi-source

volumes).

 A bibliography is a list of the books and other sources that are referred to

in a scholarly work-such as an essay, term paper, dissertation, or a book.

The bibliography comes at the end of the work.

 The bibliography usually does list the references in alphabetical order,

regardless of the style or format.



S.

No.

Modern Language 

Association (MLA)
Likenesses

American Psychological 

Association (APA)

1.
Most commonly used in the 

Arts & Humanities fields

Both papers are double 

spaced, this includes the 

work cited or reference 

pages. Hanging indents are 

used for citation.

Most commonly used in the 

social sciences fields.

2.

There is a ‘Work Cited’ page 

at the end of the paper to cite 

all works used in the 

research process.

Every piece of information 

used in the text of the 

paper must be included in 

the reference or works 

cited pages.

There is a ‘reference page’ at 

the end of the paper to cite all 

works used in the research 

process.

3.

Whenever information is 

cited, and the name of the 

author is listed in the same 

sentence, the page number 

must be placed at the end. 

Body necessitate the use of 

parenthetical citations in 

the body of the paper.

Whenever information is 

cited, and the name of the 

author is listed in the same 

sentence, the year of 

publication should also be 

included. 

4.

Whenever information is 

listed and the name of the 

author is not listed, enter the 

surname of the author and 

the page number at the end.

List citations in 

alphabetical order on both 

the reference and works 

cited pages.

Whenever information is 

cited and the author’s name is 

not listed, place the author’s 

surname and the year of 

publication in the sentence.



 A reference list is a list of the publication information for the

sources you've cited in your paper and is intended to give your

readers all the information they need to find those sources. In other

publication styles, this list may be called a bibliography or a works

cited page, but APA uses the term reference list.

 Reference Contains:

 Author/Editor (if it is an editor always put (ed.)

 Title (this should be in italics).

 Series title and number (if part of a series).

 Edition (if not the first edition).

 Place of publication (if there is more than one place listed, use

the first named).

 Publisher.

 Year of publication.





 Footnotes are notes placed at the bottom of a page.

 They cite references or comment on a designated part of the

text above it.

 For example, say you want to add an interesting comment to a

sentence you have written, but the comment is not directly

related to the argument of your paragraph.

 How to insert footnotes:

 Place the cursor where you would like the superscript

number to appear.

 Click on “Insert Footnote” in the “References” tab. ...

 The corresponding number will be automatically inserted

in the footer ready for you to add the footnote citation.

 Type in your footnote citation.







Parameters of Differences References Bibliography

Content

Comprises the sources of 

the materials such as texts, 

books, websites, 

magazines, periodicals and 

scientific papers which 

have actually been quoted 

in the book or essay.

Comprises all the research 

materials such as text, 

books, websites, 

magazines, periodicals and 

scientific papers which are 

not necessarily quoted in 

the book or essay.

Order

Appears  immediately

beneath the essay and 

above the bibliography.

Appears below the 

reference list.

Scope

Only limited to the 

materials and contents that 

have actually been quoted 

in the essay work.  It is 

hence quite limited in 

scope.

Pretty broad in scope in that 

it comprises those contents 

which have been quoted in 

the essay work and some 

others which are relevant 

but not quoted.



Parameters of Differences References Bibliography

Arrangement

A  reference may be 

arranged numerically or 

alphabetically. This means 

the reference list is more 

flexible and broader than 

that of a bibliography.

The bibliography may only 

be arranged alphabetically. 

As such, it is not as flexible 

as the reference list.

Contents

A reference showcases the 

source of the information 

such as a website or book 

followed by the year of 

publication or the time 

when you visited the web 

page.

A bibliography, on the other 

hand, includes much more 

information than a 

reference. It contains the 

last and first names of the 

author, title of the book, the 

year of publication, place 

and name of the publisher.



























 Whilst ibid refers to the reference that has just been

mentioned, op. cit. usually refers to a reference which is

earlier in the text or in the bibliography (i.e. not the one that

has just been mentioned). The author's name and date will

help you to identify the correct source.

 Op.Cit., stands for opere citato - cit. is an abbreviation of the

Latin phrase opere citato, meaning "in the work cited." It is

used in an endnote or footnote to refer the reader to a

previously cited work, standing in for repetition of the full

title of the work.

 The use ibid, Op. Cit., & Loc. Cit.,

 Loc. cit. is used in place of ibid. when the reference is not

only to the work immediately preceding, but also refers to the

same page. Loc.



 An abbreviation for the Latin 'ibidem' which means 'in the same

place'. When you see the word 'ibid. ' in a reading list it is referring

you to material in a source just mentioned.

 If you consecutively cite the same source two or more times in a

note (complete or shortened), you may use the word “Ibid”

instead. Ibid is short for the Latin ibidem, which means “in the

same place”. If you're referencing the same source but different

page, follow 'Ibid' with a comma and the new page number(s).



 The one difference between footnotes and endnotes is

that footnotes appear at the bottom of the same page,

while endnotes appear at the end of the paper.

Footnotes and endnotes are used in printed documents to

explain, comment on, or provide references for text in

a document.

 The terms reference and citation are also often used to

refer to the same thing although a citation tends to mean

the part of the text within your assignment where you

acknowledge the source; whilst a reference usually refers

to the full bibliographic information at the end.

 The style of Chicago/Turabian we use requires footnotes

rather than in-text or parenthetical citations. Footnotes or

endnotes acknowledge which parts of their paper

reference particular sources.



 Footnotes are notes placed at the bottom of a page. They cite

references or comment on a designated part of the text above it.

For example, say you want to add an interesting comment to a

sentence you have written, but the comment is not directly related to

the argument of your paragraph.

 A bibliography is a list of the books and other sources that are

referred to in a scholarly work-such as an essay, term paper,

dissertation, or a book. The bibliography comes at the end of the

work. The bibliography usually does list the references in

alphabetical order, regardless of the style or format.

 When using endnotes, your quoted or paraphrased sentence or

summarized material is followed by a superscript number. Example:

Let's say that you have quoted a sentence from Lloyd Eastman's

history of Chinese social life.

 An example of reference is a professor who will write a letter

recommending a student for an internship. Reference means someone

or something which is a source of information about a subject.

An example of reference is an encyclopedia.



 Definition: Note citing a particular source or making a brief

explanatory comment placed at the end of a research paper and

arranged sequentially in relation to where the reference appears in

the paper.

 Taking notes:

 Use abbreviations, acronyms, or incomplete sentences to record

information to speed up the note taking process.

 Write down only the information that answers

your research questions.

 Use symbols, diagrams, charts or drawings to simplify and

visualize ideas.

 Note making is not just about writing down everything you hear or

read. It is a process of reviewing, connecting and synthesizing

ideas from your lectures or reading.

 Making notes helps you to: stay active and engaged during your

lectures, reading and revision. be selective and identify key ideas.



 Assemble printed sources and interact with them. 

 Consider other methods of gathering data. 

 Choose a system for keeping notes. 

 Use your sources to generate ideas. 

 Organize your ideas. 

 Write your paper. 

 Evaluate your argument.



 Date your notes and make the main topic visible.

 Don't write everything down – write down the important

points.

 Make short notes of the examples given.

 Use color.

 Use illustrations and drawing.

 Use headings and sub-headings.

 Keep your sentences short.

 If you need to see how things are connected, consider using

mind maps.



 Source note information allows you to keep a formal reminder

of the origin of your information. For the reader, it stands as a

verification of the factual basis for the statement or assertion.

Write about your reference in the main text only briefly, citing

the author's name, and the page number, in parentheses.

 BMC Research Notes is an open access journal publishing

peer-reviewed contributions from across all scientific and

clinical disciplines, including intriguing initial observations,

updates to previous work and established methods, valid

negative results, and scientific data sets and descriptions.

 There is no sharp distinction between the two

categories: notes can consist of or contain references,

and references may be annotated. ... References, on the other

hand, tend to be listed in appendices whose titles and locations

are usually given on the contents page of the work in question.



 Computer-Assisted Research in the Humanities describes various

computer-assisted research in the humanities and related social

sciences.

 It is a compendium of data collected between November 1966 and

May 1972 and published in Computer and the Humanities.

 The book begins with an analysis of language teaching texts

including the DOVACK system, a program used for remedial

reading instruction.

 It then discusses the objectives, types of computer used, and status

of the Bibliographic On-line Display (BOLD), semiotic systems,

augmented human intellect program, automatic indexing, and

similar research.

 The remaining chapters present computer-assisted research on

language and literature, philosophy, social sciences, and visual arts.

Students who seek a single reference work for computer-assisted

research in the humanities will find this book useful.









































 The bibliography appears at the end. The main purpose of

a bibliography entry is to give credit to authors whose work you've

consulted in your research. It also makes it easy for a reader to find

out more about your topic by delving into the research that you

used to write your paper.

 Referencing allows you to acknowledge the contribution of other

writers and researchers in your work. Any university assignments

that draw on the ideas, words or research of other writers must

contain citations. Referencing is a way to provide evidence to

support the assertions and claims in your own assignments.

 Footnotes are the important points present in the form of notes at

the end of a page or bottom of a page. It elaborates as well as

simplifies a particular point mentioned in the body of text and also

shows its accountability by acknowledging the source of

information taken out.



 An endnote is source citation that refers the readers

to a specific place at the end of the paper where they

can find out the source of the information or words

quoted or mentioned in the paper. When

using endnotes, your quoted or paraphrased sentence

or summarized material is followed by a superscript

number.

 Endnotes and footnotes are the important elements

that are required to write very carefully in order to

compose an effective assignment. These notes will

help your readers know the various resources that

you've used so that they can verify your research

work.





























































































































































 The Social Science subject deals with diverse concerns of
society and include a wide a range of content, drawn from
the disciplines of history, geography, political science,
economics social work and sociology.

 In order to make the process of learning participative
there is a need to shifts from mere imparting of
information in research to debate and discussion.

 Application of new research trends in this regards is very
much helpful.

 The research student become active learners rather than
being passive recipient of information.



 The student get the opportunity to explore by their own
so that the learning becomes joyful and long lasting.

 It is generally assumed that an innovation should not just
be gimmickry, attracting the favorable opinion of the book
or grant reviewers in the same way as novelties are
marketed in the retail industry, nor be in response to
latest wave of enthusiasm.

 It is the major resource that the library provides.
 The library is therefore; set aside to meet the appetite for

learning and to feed the hunger for understanding.
 The student assigned to read some items in the library to

broaden their understanding of research, what the teacher
has taught in the classroom.



The Innovative Methods are classified into three 
broad categories:

 Technological Innovative

 Crossing Boundaries

 Intra- disciplinary/ Intra- methodological



Technological invocation refers to advances in
technology ( usually in the form of software and/ or
internet- related) that either constitutes a method in itself
or pushes the boundaries of a methodology in

contributing to or amending previous research practice.



Crossing boundaries refers to methodological
innovation that develop because of addressing research
questions beyond or across disciplinary boundaries. This
usually involve a combination of theoretical and
methodological approaches.



Intra disciplinary/ Intra – methodological
refers to developments in methodology that
observed within discipline or that extend a
method or applied it in different it in different
ways.

 Innovator’s Details: Name, Affiliation, Country

 Title of Innovative Research Practice

 Introduction/ Background

 Description and Explanation ( Published if
available Development



 Example of  Application ( Published if 
available or short descriptions)

 Inspiration and Rationale 

 Application and Applicability

 Colleagues and /or Relevant/ Related 
Research 

 Material ( Usually in the form of ‘References)



The relationships between theory and
research is contributory. Research contributes
to the development of theory.

 Research initiates theory

 Research tests an existing theory

 Reformulation of an existing theory

 Research refocuses theory

 Research clarifies theory



 Qualitative research is a broad term that 
encompasses a  variety of approaches to inter 
preparative research.

 It can be historical, sociological, education and 
much more.

 Qualitative research style in social research in not 
much related to the scientific logic of research , 
but more close to the work around.

 Quantitative  research focus upon human 
behavior for better understandings about the 
world around them.  



 Therefore, the emphasis given by quantitative researches
in their studies involve an examination of the perspectives
of the people or group; e.g. their ideas, attitudes, motive,
and intensions.

 In qualitative research, the researcher’s primary goals are
an understanding of social processes rather than
obtaining a representative sample.

 The study of one or small number of cases, often over a
lengthy period.

 Qualitative research methods such as in- depth interviews
and participant observation have some of the following
characteristics.



 Research is carried out in reliable settings.

 In qualitative research, the objectives are to 
take detailed descriptions of people behavior 
and thought. The focus of the research may 
change during  the course of research. 

 The qualitative approach involves theory 
constriction rather than theory testing.

 In qualitative research, when compared to 
quantitative based research, research designs 
are often relatively small, loosely structured.



Some theorists argues that scientific methods is more
applicable to physical or natural sciences and it cannot
applicable to social sciences.

 Human behavior is different. It is very difficult to
categories.

 When human behavior is studied and analyzed by another
human, there may be personal problems.

 Psychological nature of human behavior and predictable.



 Human behavior is not uniform and predictable.
Uncertainty is present in human behavior.

 Differences in choice and decision.

 Personal prejudices and biases.

A researcher’s attitudes towards socio- economic issues
are influenced by his values. All these problems cause
biases and invalidate the research finding and
conclusions.



 An ethic is more than presence of a basic value or values.

 It is base of action in any sciences.

 The conflict between the ethics of science and personal 
respects of researcher is the major problems in social 
science research.

 When we talk about ` ethics’ in social research, we are 
addressing those issues that concern the behavior of 
social researcher and the consequences that their 
research bring to the people they study. 



How we can develop the very best tools to
help us interrogate, analyze and understand
the vast quantities and varieties of data that
exist.

The challenge of developing insightful
research questions and the need to focus
energy on the substantive evidence that can be
gleaned from the empirical material.

The ethical questions raised by new forms
of data and new approaches to analysis.



The innovations focused on a range of
different type of research methods or
approaches, which describe the focus of
innovation claimed with an `other’ category
for those papers, which were not easily
classifiable.



 Different paper that employed art, drama, 
dance, poetry, photography or a combination 
of these with the aim of engaging participation 
or audience in a more holistic way, giving 
scope for emotional and moral a well as 
intellectual responses.



Paper describing techniques for collecting,
analyzing or presenting narratives, including
auto-ethnography. Several of these paper
explored participatory approaches to research
afforded by narrative methods.



Paper, describing techniques for combining
and analyzing different types of qualitative
data or qualitative and quantitative data.

Mixed Methods Research is defined as a
type of user research that combines
qualitative and quantitative methods into a
single study. Companies like Spotify, Airbnb
and Lyft are using Mixed Methods Research to
combine rich user insights with actionable
statistics for deeper user insights.





Paper widening the scope of online research,
using synchronous and asynchronous text
facilities, blogs and a graphical online
environment.

E-research encompasses the use of
information and communication technology to
facilitate research. Such type of research makes
use of internet-based tools and techniques.
Internet-based research has made it possible for
researchers to study topics that could not be
researched using traditional methods.



Online research methods (ORMs) are ways in
which researchers can collect data via the internet.
They are also referred to as Internet research ,
Internet Science or Science, or Web-based
methods. Many of these online research methods
are related to existing research methodologies but
re-invent and re-imagine them in the light of new
technologies and conditions associated with the
internet. The field is relatively new and evolving.
With the growth of social media, a new level of
complexity and opportunity has been created. The
inclusion of social media research can provide
unique insights into consumer and societal
segments and gaining an "emotional" measure of a
population on issues of interest.



• Cyber-ethnography.

• Online content analysis.

• Online focus groups.

• Online interviews.

• Online qualitative research.

• Online questionnaires.

• Social network analysis.

• Web-based experiments.



cyber-ethnography attempts to

adapt participant-observation

procedures such as making cultural entrée,

collecting and analyzing data, and

conducting ethical research to these

computer-mediated contingencies. Cyber-

ethnography has significantly developed with

the emergence of new technologies.



Online content analysis or online textual
analysis refers to a collection of research
techniques used to describe and make
inferences about online material through
systematic coding and interpretation. Online
content analysis is a form of content analysis
for analysis of Internet-based communication.



An online focus group is a method of data
collection that enables the researcher to
host a discussion between a number of
respondents through an online platform.
B2B International has the ability to host and
moderate focus groups through our online
qualitative package.



Online interviews are used for primary
Internet-mediated research (IMR), that is, they
are used to gather original data via the
Internet with the intention of subjecting them
to analysis to pro- vide new evidence in
relation to a specific research question
(Hewson, 2010).



Heck out these online approaches to
traditional qualitative research. Online
qualitative research methods include online
group chats, online and phone in-depth
interviews, online focus groups, online bulletin
boards, mobile diaries, and social media
tracking/listening.



An online survey is a structured
questionnaire that your target audience
completes over the internet generally through
a filling out a form. The data is stored in a
database and the survey tool generally
provides some level of analysis of the data in
addition to review by a trained expert.



Social network analysis (SNA) is the
process of investigating social structures
through the use of networks and graph
theory. It characterizes networked structures
in terms of nodes (individual actors, people, or
things within the network) and the ties, edges,
or links (relationships or interactions) that
connect them.



A web-based experiment or Internet-based
experiment is an experiment that is
conducted over the Internet. This form of
experimental setup has become increasingly
popular because researchers can cheaply
collect large amounts of data from a wider
range of locations and people.



Paper, describing software to assist in or
enhance, the analysis or sharing of a range of
qualitative data.

Research tools are specific mechanisms or
strategies that the researcher uses to collect,
manipulate, or interpret data. Six general tools
of research: 1) the library and its resources, 2)
the computer and its software, 3) techniques
of measurement, 4) statistics, 5) the human
mind, and 6) language.



There is a whole range of software packages
and tools for data analyses and visualisation -
from Access or Excel to dedicated packages, such
as SPSS, Stata and R for statistical analysis of
quantitative data, Nvivo for qualitative (textual
and audio-visual) data analysis (QDA), or ArcGIS
for analysing geospatial data.

In planning studies' designs, sociologists
generally choose from four widely used methods
of social investigation: survey, field research,
experiment, and secondary data analysis, or
use of existing sources.



SPSS is a widely used program for statistical

analysis in social science. It is also used by

market researchers, health researchers, survey

companies, government, education

researchers, marketing organizations, data

miners, and others.

Graphpad is an amazing statistical software
which can guides your for statiscal tests and
graphics analysis. SPSS. IBM SPSS software.
XLSTAT. XLSTAT is the leading data analysis and
statistical solution for Microsoft Excel.



Methodology in the social sciences is usually
characterized by the following: (1) it defines the
information to be analyzed; (2) it provides the
conceptual tools and procedures necessary to perform
an analysis; and (3) it sets forth the limits of the
analysis.

The term methodology may be defined in at least three
ways: (1) a body of rules and postulates that are employed by
researchers in a discipline of study; (2) a particular procedure or set
of procedures; and (3) the analysis of the principles of procedures
of inquiry that are followed by researchers in a discipline of study.
This entry will first discuss each of these definitions. It will then
cover the debate among philosophers of science about general
methodological assumptions. Finally, the entry will review some of
the issues pertaining to the quantitative versus qualitative debate
about methods.



 Let's assume we're talking about quantitative research and you're using a 

text editor to convey your findings (Ms Office, LYX, Libre Office, Scientific 
Work Place, etc.). Let's start with the quantitative analysis.

 SPSS (Statistical Processing for Social Sciences) is a popular programme for
doing conventional studies on huge datasets. However, it is not inexpensive
and may be overkill for a single user. Stata, Statistica, and JMP all have similar
features but are different in cost and quality.

 R is open-source, extremely flexible, and rapidly spreading, but it has a steep
learning curve. Simpler tools may be available for standard analyses. If you
need flexibility, MatLab and Octave are also good options.

 Gephi is also a useful tool for network data (social graphs).A serious
researcher will have a variety of tools at their disposal. Perhaps something for
a quick and dirty examination, as well as something for non-standard data
handling and tactics.



 Papers that addressed different aspects of the
method including managing the process of
data collection and enhancing the
trustworthiness of analysis.

 The `other’ category comprised paper, one
describing the use of a radio phone – in
programme in research (Weller, 2006); and
few presenting methods to improve an aspect
of the research process, including validity (
Cho and Trent, 112006 -2008



 In this method, specially designed soft wear
application are used to learn a research.

 This creates an environment, where learning and
assessment is fun and the opportunities to learns
is equitable among the rural and urban setting.

 The main objective of this programme is to attract
the students, retain them in the institute and to
improve the quality of research in the education
through animated multimedia – based
educational content.



 Well – equipped Social Science Lab only helps in
creating and maintain a much – needed congenial
atmosphere for effective learning, it provides a
workroom for the students.

 Because activities and the practical solution of the
problem characterize every topic in detail.

 The permanent display of important maps, and
globes, picture and charts and constant reference to
them by teaching research of research is sure to make
the teaching of research in social science is effective,
lively and interesting.



 Expanding the scope of a method ( its concepts
and practices) within its context and discipline of
origin, though low on a continuum of
methodological innovation, can respond to the
changing concerns of a discipline or area, raise
new research questions, enhance a method’s
contribution, and be a step towards further
methodological innovation.

 However, or will not unsettle the ontological or
epistemological basis a methods leading to debate
as to the extent to which expending a methods
counts as innovation.



 For example, while the methods of sensory
ethnography (e.g. sensory walks and interviews)
place new emphasis on the sensory and visual
aspects of embodied meaning and are considered
innovative by some(Pink, 2009), for others they
maintain the fundamental theoretical
assumptions and methodological practices of
anthropology/ethnography ( Howe's & Classen,
2014),

 These points to the difficulty of defining
innovation, the struggle between tradition and
innovation, and how disciplinary communities
monitor and regulate methodological boundaries..



 There are many research methods available to teach research in social 
science subject.

 There is a need to select appropriate methods to achieve the desired 
objectives.

 The resources can be determined by what is available and relevant to the 
topic and students` ability and interest.

 A few of the methods available for use in the teaching of research in social 
science were discussed.

 It is also obvious that no single methods of learning can adequately fit all 
learning situations.

 However, it should be noted that there is no  best method of teaching 
research in social sciences but combination of the other  methods would 
definitely help in achieving the desired objectives. 



Ethics With Respect to Social  Science  Research
Research ethics is a codification of scientific

morality in practice. Guidelines for research ethics specify the
basic norms and values of the research community. They are
based on general ethics of science, just as general ethics is
based on the morality of society at large.

Research ethics are important for a number of
reasons. They promote the aims of research, such as
expanding knowledge. They support the values required for
collaborative work, such as mutual respect and fairness. They
support important social and moral values, such as the
principle of doing no harm to others.

Ethics in science include: a) standards of methods
and process that address research design, procedures, data
analysis, interpretation, and reporting; and b) standards of
topics and findings that address the use of human and animal
subjects in research.



Researchers, authors, sponsors, editors
and publishers all have ethical obligations with regard to
the publication and dissemination of the results of
research. Sources of funding, institutional affiliations and
conflicts of interest must be declared in the publication.

The term research ethics refers to a wide variety of
values, norms, and institutional arrangements that help
constitute and regulate scientific activities. Research
ethics is a codification of scientific morality in practice.
Guidelines for research ethics specify the basic norms and
values of the research community.

Ethical integrity is essential to writing and
publication. Important ethical concerns to consider while
writing a manuscript include etiquette, fraudulent
publication, plagiarism, duplicate publication,
authorship, and potential for conflict of interest.
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